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[bookmark: page3]Abstract
This thesis focuses on the renewable energy policies for the case study countries (European Union, United States, United Kingdom, Turkey, and Nigeria) with using quantitative and qualitative analysis. 
The thesis adopts a three -pronged approach to address three main issues:
The first paper investigates a 1990-2008 panel dataset to conduct an econometric analysis of policy instruments, such as; feed-in tariffs, quotas, tenders, and tax incentives, in promoting renewable energy deployment in 27 EU countries and 50 US states. The results suggest that renewable energy policy instruments play a significant role in encouraging renewable energy sources.
Using data from 1990 to 2012 with the vector auto regression (VAR) approach for three case study countries, namely United Kingdom, Turkey, and Nigeria, the second paper focuses on how renewable energy consumption as part of total electricity consumption is affected by economic growth and electricity prices. The findings from the VAR model illustrate that the relationship between case study countries’ economic growth and renewable energy consumption is positive and economic growth in case study countries respond positively and significantly. 
The third paper focuses on the relationship between renewable energy policies and investment in renewables in the countries of United Kingdom and Turkey. The third paper builds upon current knowledge of renewable energy investment and develops a new conceptual framework to guide analyses of policies to support renewables. Past and current trends in the field of renewable energy investment are investigated by reviewing the literature on renewable energy investment linkage with policies, which identifies patterns and similarities in RE investment. This also includes the interview analysis with investors focusing on policies for renewable energy investment. The results from the interview and conceptual analysis show that renewable policies play a crucial role in determining investment in renewable energy sources. 
The findings from this thesis demonstrate that renewable energy policies increase with a growth of the renewable energy investment in the sector. Finally, the outcomes of this thesis also contribute to the energy economics literature, especially for academic and subsequent research purposes.
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[bookmark: _Toc283410584]1. Introduction
While the need for the energy continually increases, the search for new energy sources has also intensified. In the last hundred years, there has been a gradual shift from coal to petroleum, and from petroleum to natural gas. This transition process is expected to continue to renewable energy (RE) sources because energy usage is quickly rising in the world and the majority of conventional energy sources -fossil based sources- are exhausted. Fossil fuel (coal, petroleum, and natural gas) usage is associated with substantial environmental effects such as global climate change and air pollution (Cosmi et al., 2003; Mathiesen et al., 2010). To overcome the negative influences on the environment and other problems associated with fossil fuels, a great number of countries seek to switch to environmentally friendly alternatives, namely renewable sources (Solangi et al., 2011). It is also estimated that the current energy sources such as petroleum and natural gas will last for about around 50 years (Lucon, 2007; Rahman et al., 2014; Shafiee and Topal, 2009). 
In the present day, fossil fuels - oil, gas, and coal- are providing almost 85% of the global energy demand in the world (Jacobson and Delucchi, 2011; Muneer and Asif, 2007). According to Solangi et al. (2011), the primary energy demand is estimated to expand by around 60% from 2002 to 2030 in the world, an average annual increase of 1.7% per year. On the other hand, fossil fuels continue to dominate global energy use. They account for nearly 85% of the increase in world’s primary demand over 2002-2030. And their share in total demand increases slightly, from 80% in 2002 to 82% in 2030 (Solangi et al., 2011). A great number of countries in the world are very dependent on fossil fuel energy sources (Bang, 2010). Therefore, different countries have formulated RE policies to reducing dependence on fossil fuel and increasing domestic energy production of RE.
[bookmark: _Toc283410585]In other words, there are ongoing research and development activities focused on RE sources. The existing fossil fuels have limited potential while RE sources have unlimited production capability as they can be transferred easily and safely, and can be used in variety of areas including industry, residential, and transportation (Abbasi and Abbasi, 2000; Popp et al., 2011). They are also safe, clean, and environmentally friendly (Boute, 2012; Johnstone et al., 2010). All these features have led to greater enthusiasm for RE as a future source of energy.
2. Motivation for the Thesis
The use of RE resources is desirable as compared to fossil fuels and nuclear energy because they are abundant and environmentally friendly. They contribute to the diversification of the energy resource basis. This increases the security of supply, especially in view the political risks and expected energy independence. Hence, renewables are important for national independence in electricity generation and meeting future energy consumption needs. In addition, they reduce environmental impacts and, therefore, are the only types of energy resources currently available that respond to the challenge of sustainable development. Under those circumstances, RE has been one of the most crucial and the most strategic products both in domestic and international markets. 
The thesis focuses on the implications of the impacts of RE policies in the case study countries, namely the countries in the European Union, United States, United Kingdom, Turkey, and Nigeria. In the last years and mainly thanks to government incentives, there has been a significant growth in RE sources. However, the reasons for the low levels of RE capacity are manifold, such as; economic, regulatory, and others. The main economic obstacle is cost, pricing, and lack of access to credit (Beck and Martinot, 2004; Sovacool, 2009). Regulatory barriers include legal issues and administrative procedures (Beck and Martinot, 2004; Gross et al, 2010). Other barriers include lack of knowledge, technical and commercial skills, and the availability of transmission lines (Beck and Martinot, 2004). Government policies play an important role in overcoming these concerns and promoting the expansion of RE. In other words, RE sources need to be stimulated with specific renewables support policies. These support policies should overcome the major market barriers for renewables. The literature is saturated with studies on the impact of RE policies on renewable sources but there is no study on modelling the RE policies for those case study countries. 
The scope of this study is to review and analyse the structure of the RE sector for the case study countries, the effect of policies on RE sources, the impact of economic growth on RE consumption and the relationships between RE policies and renewable investment within the economies. The research questions attempt to empirically investigate the relationships between policies and renewable energy expansion. Therefore, this study attempts to answer the following questions:
· Are RE policies effective in fostering RE deployment?
· Is the link between RE and economic development consistent across countries despite different contexts?
· How are RE investments affected by RE policies and other factors in those countries, and what can policymakers learn from insights about investor decision-making for accurate policies?

[bookmark: _Toc283410586]3. The Structure of Case Study Countries RE Policy Situation
This section of study focuses on the structure of case study countries and their exposure to the impact of RE policies. The case study countries for this thesis are European Union countries and United States for the first paper; United Kingdom, Turkey, and Nigeria for the second paper; United Kingdom and Turkey for the third paper. In order to assess the effectiveness of policy instruments in the first paper European Union countries and United States were selected as case countries. Focusing on EU and US allows us to analyse the effects of a wider variety of policy instruments (including FITs, quotas, tenders and tax incentives) on the capacity of RE deployment. The case countries in the second and third papers are diverse and, unlike many countries, the necessary data on them is available. In other words, sample countries in the second and third papers are diverse in their stages of economic development, social structure as well as RE political process. A brief review and analysis of those countries is presented below to indicate the polarity in the structure of their RE policies. 
[bookmark: _Toc283410587](i) European Union
RE policies seriously emerged after the year 2000with Directives 2001/77/EC, 2009/28/EC and Renewable Energy Road map. For example, Directive 2001/77/EC sets a legal framework for the future RE development in the electricity market for EU. Renewable Energy Road Map reviewed the national policies and then Directive 2009/28/EC created a target that20% of electricity would come from renewable sources by 2020. Besides these, Directive 2009/548/EC generates templates of National Action plans for the EU member countries (Kitzing et al., 2012; Sekercioglu and Yilmaz, 2012). Major RE support instruments in the electricity sector are feed-in tariffs (FITs) and to a now almost negligible extent tradable green certificate system (TGC) in the EU 27 energy markets. Most EU countries have adopted more than one promotion policy, and there is comprehensive variety of policies in place at national, state/provincial, and local levels (Fouquet, 2013). 
[bookmark: _Toc283410588](ii) United States
In the United States, RE policies are usually categorised into two groups. The first category provides financial incentives to stimulate renewable sources, which are tax incentives, grants, loans, rebates, and production incentives. The second category includes rules and regulations, such as the Renewable Portfolio Standards (RPS), Mandatory Green Power Options (MGPO), and fuel disclosure rules (Delmas and Montes-Sancho, 2011). Most states have RPS and the first RPS policy was enacted in Iowa. The RPS or Renewable Electricity Standards have been settled by 36 States, which cooperatively produce up to about 70% of total US power. The average of these 36 State RPS targets is to ensure 20% of total power supplied comes from renewables by 2020 (Murray et al. 2014). Liang and Fiorino (2013) investigate the implications of policy stability for RE innovation in the US between 1974 and 2009. They suggest that public investment in renewable Research and Development (R&D) has had substantial effect on technological innovation. Public R&D policies have a positive effect on the development RE because they help to reduce the uncertainties caused by risks, high up-front capital cost, and long planning time frame. 
[bookmark: _Toc283410589](iii) United Kingdom
The UK Government has strong policies of moving towards a low carbon economy, promotion of RE and decreasing greenhouse gas emissions. These have been stated in a number of UK Energy White Papers (e.g., Department of Energy, 1988; Department of Trade and Industry, 1994; Department of Trade and Industry (DTI), 2003 and Department of Trade and Industry (DTI), 2007) during the last two decades and form the current basis for policy (Wood and Dow, 2011). 
The UK has had a specific programme for the generation of electricity from RE sources since 1990. The UK has two main RE policy instruments, which are the Non-Fossil Fuel Order (NFFO) and quota system. Quota system includes the Renewables Obligation (RO), the Renewables Obligation Certificates (ROC), the Renewable Portfolio Standard (RPS), and a tradable green certificates (TGC), which began in 2002 (Wood and Dow, 2011). NFFO ran from 1990 to 1998 and then ROC scheme replaced NFFO in 2002. The ROC scheme is the most important policy instrument in terms of the UK’s expenditure on renewables. Other RE policy instruments in the UK include a FIT for small-scale low carbon generation and a Renewable Heat Incentive (RHI) for all scales of production such as household, community, and industrial (Pollitt, 2010). 
[bookmark: _Toc283410590](iv) Turkey
The planning of the main energy sources for renewable energy development programs covers a period from 1963 to 2013. During this period, there have been nine development program plans and now the 9th plan is active. Besides these developmental programs the organisation of Turkish Electricity Enterprise (TEK) supported the claim that Turkey could have a central public authority in the energy sector in spite of the fact the development program would be allocated two different administrations of production and distribution. Additionally, Electricity Market Law established from the Energy Market Regulatory Authority (EPDK), the recognised Electricity Market Law, Energy Efficiency Law, and the Law on Utilization of Renewable Energy Resources for the purpose of generating electrical energy have formed part of Turkish energy policy (Sekercioglu and Yilmaz, 2012). The RE related legislation has been intensified. The RE laws contain the following policy instruments:

· Feed in Tariffs
· Connection priority and reduced licence fees,
· Exemptions from licence obligation for small-scale generators,
· Reduced fees for project preparation and land acquisition (Tukenmez and Demireli, 2012). 
[bookmark: _Toc283410591](v) Nigeria
Nigeria had no wide-ranging RE policy until recently. The first RE policy in Nigeria was approved by the Government of Nigeria (GoN) in 2003 (Shaaban and Petinrin, 2014). GoN have developed a legislative framework, licensing arrangements for private sector operators, FITs has clarified market rules for RE products (Aurela, 2009). The mandate of the Energy Commission of Nigeria (ECN), an agency for the development and promotion of RE sources in Nigeria which are strategic energy planning, policy harmonisation, and performance monitoring for the entire energy sector. The key RE policies for development and utilization of renewables are as follows.
· to stimulate RE sources of Nigeria and integrate all national energy sources. 
· to encourage decentralized energy supply based on RE sources in rural areas. 
· to discourage the use of fossil based sources.
· to promote efficient methods for RE sources, especially biomass
To achieve these aims, GoN offered incentives to use of RE sources which are FITs for solar and wind energy, moratorium on import duties for RE technologies, tax credits, capital incentives, and loan opportunities for RE projects (Shaaban and Petinrin, 2014). 
[bookmark: _Toc283410592]4. Conclusions
This section reviewed the background of research, the motivation for the study, and the structures of the countries with reference to their RE policies. RE policies influence the deployment of renewable sources have become the major drivers for all renewable technologies. This thesis analyses the effects of RE policies on renewable energy capacity.
This research also illustrates the relationship between RE consumption and economic growth on the one hand and RE policies and investment on the other hand. However, this thesis is based on quantitative analysis and it is recommended that an interview analysis be carried out to provide fruitful insights to discuss the impacts of RE policy strategies for those countries. 
The primary and overarching purpose of this thesis is to examine the development and deployment of RE sources as a function of RE policies and country characteristics. This study systematically reviews the data for RE sources, aiming to provide clarity surrounding the role of renewable policies. The essence of this research is whether current policies aimed at stimulating RE are effective using mix methodologies. 
[bookmark: _Toc283410593]5. Structure of the Thesis
This thesis is a four sections study that covers the scope of work and attempts to answer the research questions raised above. Following the motivation for the thesis and structures of RE policy instruments the first paper evaluating the RE policies across EU countries and US states is featured in section 2.  Section 3 consists of the paper on modelling and forecasting RE consumption for the United Kingdom, Turkey, and Nigeria, employing the vector auto regression (VAR) approach.  The final paper on the impact of government policies on RE investment uses a conceptual approach and is presented in section 4. 
The paper on the evaluation of RE policies across EU and US empirically investigates RE policies, implemented to promote the diffusion of renewable sources. The first paper employs a 1990-2008 panel dataset to conduct an econometric analysis of policy instruments, namely, FITs, quotas, tenders, and tax incentives, in promoting RE deployment in 27 EU countries and 50 US states. This paper aims to address whether RE policies are effective in fostering RE deployment. The results suggest that RE policy instruments play a significant role in encouraging RE sources, but their effectiveness differs according to the nature of RE policy instruments. Findings reveal that FITs, tenders, and tax incentives are effective mechanisms for stimulating deployment capacity of RE sources for electricity, while the other commonly used policy instrument -quota- is not.
The paper on the modelling and forecasting of RE consumption for the United Kingdom, Turkey, and Nigeria investigates the relationship between the case study countries economic growth, RE consumption, and electricity price. The relationship between economic growth and energy consumption has received enormous attention in literature, but there is no study to indicate the relationship between economic growth, RE consumption, and electricity price, specifically for those case study countries. With countries having different motivations and goals with respect to RE development, a fair question to ask is whether the interplay between RE and economic development is consistent across countries despite these differences? The purpose of the second paper is to investigate how RE electricity consumption is affected by economic growth and electricity prices using data from 1990 to 2012, employing the VAR approach. Findings in this paper illustrate that changes in RE consumption in the period under considerations is significantly determined by income and electricity price in the long run for the case study countries. The findings emphasise the role of economic growth on RE consumption. 
The paper on the impact of policies on RE investment uses a conceptual approach to investigate the relationship between RE policies and renewable investment in the countries of United Kingdom and Turkey. The relationship between RE policies and renewable investment has received vast attention in the literature. However, this paper builds upon current knowledge of RE investment and develops a new conceptual framework to guide analyses of renewable policies and to provide an economical perspective of how renewable policies and other factors impact investment. It focuses on a static view on potential variables that influence RE investment. The central question in the third paper considers how RE investments are affected by RE policies and other relevant factors in those countries and addresses what policymakers can learn from insights about investor decision-making in order to design appropriate policies? The results suggest that appropriate renewable policies increases with a growth of the RE investment in the sector.
The overall structure of the study takes the form of three papers. Therefore, this thesis examines three main research questions within the papers. The research attempts to address these questions and objectives whilst trying to meet the aim of the entire thesis, namely, identifying successful RE policies to ensure that declining fossil fuel sources are replaced by abundant RE sources without compromising economic growth. The research contributes to the ongoing debate as to which effect policies have on RE development.
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Abstract	
Renewable energy policies are implemented to promote the diffusion of renewable energy sources within the market. However, their effectiveness on renewable electricity capacity remains subject to uncertainty. This paper addresses what renewable policy instruments are effective ways to increase capacity of renewable energy sources. This study employs a 1990-2008 panel dataset to conduct an econometric analysis of policy instruments, namely, feed-in tariffs, quotas, tenders, and tax incentives, in promoting renewable energy deployment in 27 EU countries and 50 US states. The results suggest that renewable energy policy instruments play a significant role in encouraging renewable energy sources, but their effectiveness differs by the type of renewable energy policy instruments. Findings reveal that feed-in tariffs, tenders, and tax incentives are effective mechanisms for stimulating deployment capacity of renewable energy sources for electricity, while the other commonly used policy instrument -quota- is not.
Keywords: renewable energy, renewable policy instrument, Panel data models

[bookmark: _Toc283410596]1. Introduction
Are renewable energy (RE) policies effective in fostering RE deployment? Obtaining an accurate answer to this question has become increasingly important as governments cope with energy challenges such as demand growth, national security risk with fossil fuel dependence, climate change, and pollution (Jacobs et al., 2013; Fuinhas, 2012; Marques and Stokes, 2013; Woo et al, 2011). In response to these challenges, use of RE has expanded in recent years, particularly in EU countries and US states. The electricity generation from RE sources in Europe and the United States was 4.21% and 2.65% of total electricity generation between 1990 and 2008, respectively. Adding further pressure on the need for accurate assessment of RE policy initiatives, aggressive targets for RE growth have been proposed. For example, the EU has set a target of 20% of electricity generation from RE sources by 2020 (EIA, 2014; Menegaki, 2013). In the US the state of Oregon’s target is 25% of electricity from RE sources by 2025 (Delmas and Montes-Sancho, 2011), California’s target is 33% of electricity from RE by 2020, and New York’s aim is 29% of RE consumption by 2015 (Krieger, 2014). However, meeting these goals will be difficult without a thoughtful examination of existing RE policy instruments and their impact on RE deployment.
The present study aims to contribute to the existing research in several ways. First, this paper applies an econometric framework to assess the effectiveness of four policy instruments (feed-in tariffs -FITs-, quotas, tenders, and tax incentives), in 27 EU countries and 50 US states over a longer span of time than previously considered. In addition to RE policy instruments, this paper also uses substitution (thermal/nuclear), economic (GDP, coal/gas price, electricity consumption), security (energy/electricity import), and environmental (CO2 emission) variables to examine their impact on RE capacity.
Second, this study has an EU and US focus, unlike the studies of Carley (2009; 2011), Delmas and Montes-Sancho (2011), Marques et al. (2010) and Jenner et al. (2013), who focused on more specific locales. This EU and US focus allows me to analyse the effects of a wider variety of policy instruments, including FITs, quotas, tenders, and tax incentives, on the capacity of RE deployment. Furthermore, the time interval is longer and more recent than those of Marques and Fuinhas (2011) and Smith and Urpelainen (2014). 
Finally, in the econometric analysis, this study employs the standard panel data techniques to assess RE policy instruments and explanatory variables that affect the RE capacity. Panel models are used because of time-invariant regional characteristics (fixed effects) such as geographical factors (country/state level), which may be correlated with the explanatory variables. For example, this study finds policy instruments that are price based have been more effective than quantity based policies. This effectiveness could be because price based policies guarantee electricity generation to be purchased by the electric utility services for a long term whereas quantity based policies requires suppliers to meet a certain capacity goal of RE generation. It is expected to gain meaningful insight for broader perspectives on the effectiveness of renewable policy instruments. 
[bookmark: _Toc283410597]1.1. RE Policy Instruments
My model includes four different RE policy instruments. FIT policies offer guaranteed prices for fixed periods of time for electricity produced from RE sources (Couture and Gagnon, 2010; Schmalensee, 2012). It is the most commonly implemented policy instrument worldwide for at least 65 countries across the world and 27 US states (Bläsi and Requate, 2010; UNEP, 2013). It is also the most popular RE support scheme in EU countries; more specifically, 87% of the world’s PV (photovoltaic) and 64% of the world’s wind capacity was estimated to have been installed under FITs by the end of 2010 (Rickerson et al., 2012). 
Quotas are quantity based policy instruments, and they usually require electricity retailers to supply a minimum percentage of electricity demand from RE sources (Buckman, 2011). Other common names for the same concept include Renewable Portfolio Standard (RPS), Renewable Electricity Standard (RES) and Renewables Obligation/Certificates (RO/ROC) (Schmalensee, 2012). This policy is widely used across US states. For instance, Carley and Miller (2012) discuss the different forms of RPS adopted by state level policymakers and Lyon and Yin (2010) point to the local renewable potential in the framing of policy choices. An RPS is an appealing state policy instrument for a number of reasons, for instance, RPS policies express great political feasibility, they are presented as cost-effective opinions to support RE sector grow and help new renewable technologies become cost-competitive with conventional sources of fossil fuel energy (Rabe, 2008). 
Tax incentives are structured as investment based policy instruments and a fiscal policy instrument (Kwant, 2003). Opinions vary on the effectiveness of this policy instrument. Kanes and Wohlgemuth (2008) suggest that a fossil energy tax reduction is more efficient and useful than subsidy and tax reduction for RE, which might be required to encourage efficient investment decisions. Sardianou and Genoudi (2013) suggest tax deduction is the most effective financial policy instrument to promote consumers’ acceptance of RE. In contrast, Delmas et al. (2007) argue that tax incentives do not have an effect on deployment of RE sources. 
Another renewable policy instrument is known as a tender or reverse auction, which is generally described as a means by governmental organizations to encourage lower electricity generation cost from RE sources (Cozzi, 2012). In the tendering processes, the providers with the lowest costs contract to produce power. The tendering process has advantages for encouraging competition between RE technologies without governments having to speculate which providers will be the most cost effective. Tendering for capacity systems are a quantity driven mechanisms. A fixed amount of capacity to be installed is auctioned and contracts are agreed to ensure the capacity is built (Held et al., 2006).  
[bookmark: _Toc292974819]Table 1: General policy options supporting RE
	
	Price Driven
	Quantity Driven

	
	Investment
	Investment incentives
	Tendering for investment grant

	
	
	Tax credits
	

	
	
	Low interest/soft loans
	

	
	
Generation
	FIT
	Tendering for capacity system for long term contracts

	
	
	Fixed premium system
	Tradable green certificate system (Quota)


Source: Panzer, 2013; Jenner et al. 2013; Haas et al. 2011. 
RE support policies are classified as shown in the Table 1. A fundamental distinction can be made between investment and generation policy instruments. Generation based policies are green electricity tariffs, with and without labelling, while the most important investment based policies are shareholder programs, donation projects and ethical input. These categories can be further divided based on policy instruments that address price or quantity. Price and quantity driven policies provide investment incentives (tax and tender) or generation incentives (FIT and quota) for capacity expansion. That is to say, FIT and quota-based policies are generation incentives policies, however while FIT is a price-based policy, quota is a quantity-based policy. Likewise, tax and tender-based policies are investment incentives; the former is a price-based policy and the latter is a quantity-based policy. In line with these policies, the price is determined by requiring utility operators to generate a certain percentage of electricity from RE sources. In other words, these policies aim at demand creation for REs in the marketplace through internalizing negative externalities or reducing market barriers.
[bookmark: _Toc283410598]1.2. Previous RE Policy Evaluations
The majority of studies investigating the effectiveness of RE policies have relied on exploratory analyses and case studies at the individual state or country level. Although some studies suggest positive relationships between RE policy instruments and deployment, others have found no relationship or a negative one. This is most likely due to individual studies having a narrow geographic focus, using methods appropriate for a focused approach, and examining a wide variety of variables.  
The performance of specific RE policy instruments in individual countries, or in several countries, has been evaluated by Green and Yatchew (2012), Jacobsson et al. (2009), Haas et al. (2011), Klessmann et al. (2010), Ragwitz et al. (2012), and Smith and Urpelainen (2014). In Europe, Dong (2012) compared three FIT based countries (Denmark, Germany, and Spain) with three quota based countries (United Kingdom, Ireland and France) using annual data on total and cumulative wind capacity installed. Dong (2012) demonstrated that FIT countries increased total wind energy production capacity over the renewable portfolio standards of the quota countries. Sawin (2004) examined Italy and Spain with respect to FIT success and found positive outcomes for Spain, but not for Italy. In the case of Italy, a number of problems interfered with FIT success, including a lack of confidence in continuation of the policy, financial setbacks, and technological problems accessing the electrical grid. Likewise, Hughes (2010) reported that FITs were unsuccessful in Britain by discouraging local promotion of RE capacity. For the most part, other studies (Frondel et al., 2010; Gagnon and Coutere, 2010; Jenner et al., 2013; Lipp, 2007; Shaw et al., 2010; Smith and Urpelainen, 2014) have found a positive relationship between FIT policy and RE deployment. However, many of the previously detailed studies (e.g., Nagy and Körmendi, 2012; Sirin and Ege, 2012) lack empirical analysis and instead focus on overview of RE policy. This study takes a broader, more inclusive approach. 
Several econometric studies evaluated the effectiveness of RE policies at the US state level. Carley (2009) prepared a model using fixed effects vector decomposition (FEVD) across 48 US states between 1998 and 2006. She examined the influence of policy, socioeconomic, and political variables on RE electricity production. A key result indicated that quota implementation is not a significant predictor of the percentage of RE electricity generation. Shrimali et al. (2012) investigated the impact of RPS on individual renewable technologies by using a panel data analysis for renewable deployment in the 50 US states over 1990-2010. Their results suggest that RPS has no effect, and that income causes a negative impact on RE deployment. Delmas et al. (2007) also concluded that the quota (RPS) system does not have an impact on RE generation. In contrast, Menz and Vachon (2006) analysed the effectiveness of five policy instruments (renewable portfolio standard, fuel generation disclosure requirement, mandatory green power option, public benefit fund, and retail choice) to stimulate wind energy between the years 1998 to 2003 across 39 US states. Employing the ordinary least squares method, they reported a positive relationship between quota policy instruments and development of wind power. Other researchers (Neuhoff et al. 2008; Smith and Urpelainen, 2014; Yin and Powers, 2010) have also found positive and significant relationships between quotas and the capacity of RE deployment. 
In this paper, section 2 will describe the methods and the data used in this study. This includes presenting the model and describing determinants of the variables in detail. Section 3 will present the empirical findings and discussion, and section 4 will provide the conclusions and discuss policy implications.
[bookmark: _Toc283410599]2. Methods and Data
This study uses panel regression tests, resulting in a comprehensive analysis of the links between RE growth and policy trends. I assemble a country-level in the EU and state-level in the US panel data set spanning 1990-2008 and employ a country/state fixed-effect model with regression test for reliability of the results of panel data models. Panel data controls for country heterogeneity using EU and US provide more information than analysing them separately. It is also crucial to consider the reliability of the present work undertaken to confirm appropriate interpretation of the regression test results. To this aim the things that may have an impact on test results will be accounted for (Khandker, 2005). One can use a fixed-effects estimator, since the unobserved heterogeneity is constant over time. A fixed-effect panel specification is used for testing unobserved heterogeneity and all the variables are expressed as deviations from their mean values (Waldfogel, 1997). In other words, panel data are used to examine the hypothesis that renewable electricity capacity is related to observable and unobservable characteristics influencing renewable electricity capacity. As the unobserved sources of renewable heterogeneity are relatively constant over time, this paper can treat these unobserved variables as fixed effects, and use panel data techniques to obtain consistent estimates of the parameter coefficients. This approach provides consistent estimates of the residuals in the regression, for this reason I used the approach to construct a test for correlation between renewable electricity capacity and unobserved heterogeneity (Himmelberg et al. 1999).
As Shrimali and Kneifel (2011) note, a country/state fixed effect is vital to control for unobserved heterogeneity, which also affects RE deployment. The estimation regression model is;

whereis a measure of ratio of renewable electricity capacity in total electricity supply from non-hydro renewable sources in country/state i at year t, stands for the RE policy instrument in use (FIT, quota, tender, and tax) in country/state i at year t,β is the coefficient of policy variables,  denotes the vector of explanatory variables,δ is the vector of coefficients of explanatory variables,is a year dummy variable which is equal to one for year j and zero elsewhere, is the country/state fixed effect index, andis the random error term that applies to each country/state at each year. 
Besides RE policy instruments, this modelling framework allows for the possibilities that other explanatory variables (e.g., GDP, security, and economics) may affect capacity of RE deployment. These variables will be explained in below. 
[bookmark: _Toc283410600]2.1. Data
Annual data for 27 EU countries and 50 US states from 1990 through 2008, for a total sample size of 1463 observations, were derived from a number of sources. The dependent variable in the analysis, Yit - ratio of renewable electricity capacity, is the percentage of electricity capacity from RE resources (wind, solar, geothermal, and biomass, combined into a single measure), defined in GWh/year for each country/state in each year. The measurement of RE capacity, excludes -hydropower- in the RE sources. The reason for this exclusion is that hydropower is generally not eligible for subsidies under the policy schemes that are used in this analysis. One cannot determine the effectiveness of the policy if it does not cover the resource (Brunnschweiler, 2010; Zhao et al., 2013). All RE capacity data is obtained from the US Energy Information Administration (EIA) and International Energy Agency (IEA). 
[bookmark: _Toc283410601]2.2. Determinants of Variables over RE Growth
The explanatory variables are those common in the literature, and the research is enhanced by the assumptions/hypothesis related to the explanatory variables. EU countries’ and US states’ policies have a certain level of homogeneity and commonalities, despite being in different regions of the world. Additionally, existing literature on country and state energy policy adoption informed the choice of independent variables for this analysis: policy, economic, substitute, security, and environmental factors (Jenner et al., 2013; Marques et al., 2010). A summary of the variables used in the model, as well as their descriptive statistics and correlation matrix, are found in the appendix. The explanatory variables are presented in Table 2 and detailed below. 
[bookmark: _Toc292974820]The RE policy instruments,  are key explanatory variables that include FIT, quota, tender, and tax incentives measured at the country/state-year level. They were collected from a variety of sources such as De Vries et al. (2003), Delmas et al. (2007), Haas et al. (2011), Ragwitz et al. (2012), and EIA. Following Carley (2009), Johnstone et al. (2010), and Zhao et al. (2013), dummy variables were created to indicate FIT, quota, tender, and tax incentives. A country was coded as 1 if it adopted any of the policy instruments (either FIT, quota, tender, or tax incentives) and a zero otherwise. That is, the four policy variables take on a value of 1 after the introduction of any policy instruments, and 0 before. Furthermore, for some countries, more than one policy is adopted, while other countries adopt just one. One drawback of the specification used here is that within policy type heterogeneity is ignored. Policies vary across several dimensions other than type; tax incentives could include reducing the rate of the tax or offering tax credits, as well as technologies acceptable for the tax credit. In addition, in many countries employing tax credits, several different targeted programs exist, each focusing on speciﬁc technologies such as photovoltaics, wind turbine, ocean energy and waste-to-energy (Johnstone et al., 2010). The other explanatory variables to be displayed in  are discussed as follows.


Table 2: Arguments depending upon variables
	Explanatory Variable
	Positive/Negative
	Reason/argument

	Thermal
	 Substitute
 Variables
	Negative
	Substitute for RE

	Nuclear 
	
	Negative
	Substitute for RE

	GDP growth
	 Economics 
 Variables
	Positive
	RE is a normal good

	Electricity consumption
	
	Positive
	RE is a normal good

	Gas price
	
	Positive
	Substitute for RE

	Coal price
	
	Positive
	Substitute for RE

	Energy import
	Security   Variables 
	Negative
	No need import as RE is sufficient

	Electricity import
	
	Negative
	No need import as RE is sufficient 

	Carbon dioxide emission 
	Environmental   Variable
	Positive
	Pressure to minimise CO2 emissions and tendency to RE


Substitute energy sources (thermal and nuclear) are included because of the impact of conventional energy sources on renewables (Carley, 2009; Marques and Fuinhas, 2012; Marques et al., 2010). Based on these studies, countries need to consider environmental policies due to high share of fossil fuel consumption. Fossil fuels carry significant environmental problems such as climate change, air pollution, and habitat destruction. Hence, this study expects that substitute variables, which are collected from US EIA and IEA, contribute to capacity of RE deployment.
The income (GDP) effect on renewables is commonly tested in the literature (Carley, 2009; Jenner et al., 2013; Marques and Fuinhas, 2011; Marques et al., 2010). Higher income countries are relatively capable of sustaining the costs of RE technologies and stimulate RE deployment through economic incentives (Aguirre and Ibikunle, 2014). On the contrary, it has been argued by Dong (2012), Shrimali and Kneifel (2011), and Yin and Powers (2010) that income (measures such as real GDP or GDP per capita) does not have any effects on the RE capacity. However, Carley (2009) and Chang et al. (2009) asserts that income influences renewables deployment for developed countries. Because developed countries will be included in the analysis, it is anticipated that income will show a positive effect on RE deployment. The present paper includes the growth of GDP as an explanatory variable in the analysis due to non-stationary nature of level of GDP. They are derived from World Bank and EIA. 
Prices of natural gas and coal are collected from British Petroleum Statistical Review of World Energy (2009). Traditionally, the price of energy generated from conventional energy sources is lower than the price of energy generated from RE sources. Higher prices of fossil-based energy sources promote the switching from traditional sources to renewable sources. Chang et al. (2009) notes a positive relationship between traditional energy prices and RE growth. Their results suggest that high fossil fuel energy prices stimulate RE supply in high economic growth countries. Another strand of literature indicates that electricity prices are reduced with renewables deployment (Gelabert et al., 2011; Würzburg et al., 2013). Given the relationship captured in literature, this study hypothesizes that prices in fossil based energy sources could be significant determinants of the qualitative improvement of RE capacity.
Dependency of energy security is a crucial policy concern for governments, and research has shown that energy security has an impact on renewables deployment (Aguirre and Ibikunle, 2014; Chien and Hu, 2008; Dong, 2012). The analysis of this study, therefore, considered energy security variables (energy/electricity import) as a probable causal factor for RE deployment, as suggested by Marques et al. (2010), by using energy import variables as a proxy for energy security. While energy would be imported by primary energy sources such as coal, petroleum, and natural gas, electricity imports are electricity transmitted across countries. Popp et al. (2011) found that energy imports are correlated with lower RE use after controlling for both the energy and electricity imported base of a country. Most countries invest in RE not only to reduce dependence on imported oil, but also to increase the supply of secure energy and minimize the price volatility associated with fossil fuel imports (Menyah and Wolde-Rufael, 2010). In fact, the greater energy imports are, the lower the commitment to renewables, and the weaker the response to their development is (Marques et al., 2010). Theoretically, it is critical for a country with high energy/electricity imports to enhance energy security by increasing RE deployment. Gan et al. (2007) suggest that energy diversiﬁcation and localization, particularly RE sources, are essential for the energy security. That is why I use the energy/electricity import dependency of each country/state, anticipating that high energy/electricity imports encourage higher investment in its own RE sources. Energy security is measured by the ratio of net energy imports to total energy/electricity consumption, collected from Eurostat, European Commission, and EIA.
Electricity consumption per capita is the annual average consumption of electricity in each country and states. TOE (Tons of Oil Equivalent) per capita represents the consumption of electricity. They are collected from the EIA and IEA. 
Carbon dioxide emissions (CO2) are an environmental explanatory variable. Carbon emission effect will be positive for the capacity of RE deployment because higher levels of CO2 emission create pressure on the political leaders for environmental issues and sustainability. Given the need to reduce carbon emissions and efforts to fight global warming force countries/states turn to RE sources, since RE does not cause CO2emission into air or generate other waste products. The variable CO2emission is commonly used in literature (Marques and Fuinhas, 2011; Marques et al., 2010). This study hypothesizes that CO2emissionhas a positive impact on renewables deployment as RE sources have potential global environmental benefits in terms of reduced CO2 emissions. This expectation is in line with the studies of Marques and Fuinhas (2011), Marques et al. (2010), and Sadorsky (2009). CO2 emission is collected from European Commission, Eurostat, and EIA. Low carbon energy is likely to remain the priority for energy policy around the world. Therefore, climate change policies, which attempt to reduce CO2 emissions, are likely to sustain RE deployment. 
Furthermore, Table 5A provides descriptive statistics of all variables on each measure of RE capacity. The correlation matrix is provided in Table 6A, and correlation coefficients suggest the strong of multicollinearity between the explanatory variables.  
[bookmark: _Toc283410602]
3. Results and Discussion
Table 3 presents the results from several estimations of fixed-effect model given in the equation. 
[bookmark: _Toc292974821]Table 3: Results from panel analysis[footnoteRef:1] [footnoteRef:2] [1: For the first differences, I have checked the stationary of a number of variables, which may be non-stationary and used only stationary ones. I removed the most concerning variables (CO2 growth, GDP growth, and electricity import) and this has had no effect on my results. For details see Table 4A in the Appendix. ]  [2:  Additionally, some robustness checks were done by running the analysis with only policy dummies, by using only the most recent 6 years, and only policy dummies for the last 6 years. According to analysis results with just policy dummies, all RE policy instruments are significant. For the last 6 years analysis results with only policy dummies, feed-in tariff is statistically significant but others are not significant. According to robustness check for the last 6 years results, only feed-in tariff is statistically significant, and others are not significant.
] 

	Dependent variable: 
Crenel 
(Ratio of renewable electricity capacity)
	Coefficient
	Standard Error

	RE Policy instruments

	FIT
	   .02815***
	.00730

	Quota
	                 .00295
	.00346

	Tender
	                 .00759*
	.00399

	Tax
	                 .00546**
	.00272

	Substitute Variable

	Thermal
	                -.10772
	.06814

	Nuclear
	                -.17068**
	.07024

	Security Variable

	Energy Import
	                -.06780
	.07405

	Electricity import
	                 .03518
	.02241

	Economics Variable

	GDP growth
	                  .00004
	.00002

	Electricity Consumption (per capita)
	                 -1.33e-1*
	            6.955e-1

	Coal price
	                  .00012***
	.00012

	Gas price
	.00079
	.00079

	Environmental Variables 

	CO2 emission growth
	 .00061
	.00061


* p value < the significance level of  0.1
**p value < the significance level of 0.05 and 0.1
*** p value < the significance level of 0.01, 0.05, 0.1
Notes 1: Standard errors are corrected for country/state-level serial correlation. The variance inflation factor (VIF) was used to check colinearity between independent variables. 
Table 3 shows the results from panel data regression. The analysis revealed several explanatory variables that are significant determinants of RE deployment capacity. All traditional/substitution energy sources which include thermal (coal/natural gas/petroleum) do not have effect on RE capacity, while nuclear participation in the total energy generation has negative relationships with RE deployment. In other words, thermal energy has no effect on RE participation whereas nuclear energy is statistically significant yet affects RE deployment negatively. An argument may be that the consumption of nuclear energy increases steadily over the whole period. The results thus suggest that countries/states with increasing population growth, energy use, and energy demand tended to follow more traditional energy solutions instead of renewables. Another argument may be that the consumption of nuclear energy increases steadily over the whole period. This is because nuclear energy is considered to provide major solutions to the problems of energy security and environmental degradation since they are seen as virtually carbon free energy sources and relatively cheap technology comparing to RE sources (Apergis et al., 2010). In this regard, nuclear power may be viewed as a competitor to RE sources. Traditional energy sources (coal/natural gas/petroleum) are not statistically significant in RE deployment. Theoretically, these relationships between renewables and traditional energy sources are an expected finding. This may be an indicator that lobbying activities of traditional energy sources are restraining the deployment of RE (Marques and Fuinhas, 2011). Traditional energy lobby activities in many countries are very effective because fossil based energy sources are chosen due to economic reasons. Thus, renewable promotion policies are being enacted due to powerful lobbying activities in traditional industries (Aguirre and Ibikunle, 2014). Additionally, the fossil based energy industry has been funding political campaigns in the world because politicians are mainly related with the current levels of wealth and quality of life. Fossil-based fuels have also been used as a strong geo-strategic force in the military industry, employment, capital markets and economy in general (Sovacool, 2009).
Similar to nuclear power, electricity consumption has a negative effect on the deployment of RE capacity. One explanation might be that non-RE sources decrease gross electricity price, theoretically making RE more costly and suppressing its development (Jenner et al., 2013). These results suggest that future electricity needs discourage investment in RE sources as well as traditional ones. Furthermore, energy security variables do not have a significant effect on RE sources in the model. This claim is in line with the studies of Aguirre and Ibikunle (2014) and Popp et al. (2011). This result suggests that energy security is not a principal driver in RE deployment. This may be an indicator that new technologies have continued to open up new frontiers for accessing fossil fuel deposits that were previously thought to be inaccessible; therefore, energy security is becoming less of concern to policy makers (Aguirre and Ibikunle, 2014). However, previous research has shown that security variables are significant to RE encouragement deployment. For instance, Marques and Fuinhas (2011) suggest that renewables may lead to increase in fossil-based fuel imports and the need for continuous supplies. Further, Zhao et al. (2013) show that an increase in energy/electricity dependence, enhancement in financial market equality and accretion of human capital could promote RE deployment. 
The results for the effects of traditional energy prices on the RE capacity are mixed. For the time span and the countries and states considered, the results show that the effect of the price of coal on RE is significant and consistent with the work of Chang et al. (2009). In the case of natural gas prices, the model reveals that it is not a significant factor for promotion of RE use. This is in line with the studies of Aguirre and Ibikunle (2014), and Marques et al. (2010) and their results for the analysis of EU countries. The relationship between prices of fossil energy sources and renewable deployment might be unclear due to other factors. For instance, Gelabert et al. (2011), and Würzburg et al. (2013) suggest that expansion of RE sources could lead to a reduction in electricity prices, when electricity prices are on the rise. Furthermore, the theoretical support of the fossil fuel price effect on renewables could be more sophisticated than the simple direct mechanism of high price of fossil energy sources making renewables more attractive. These higher prices should be incentive for the deployment of RE capacity, since higher fossil-based fuel prices make investment in renewables more desirable (Marques et al., 2010). In brief, natural gas prices are statistically insignificant for RE deployment in the countries and states under consideration. At the same time, coal prices are statistically significant and coal prices have a positive effect on RE deployment.
Similar to gas prices, income does not have an effect on renewables. The results indicate that income is not significant statistically in the deployment of RE capacity for the time span and for the set of countries/states under review. One explanation might be that economic growth gives rise to more demand. That demand is matched with more production, requiring needs more energy consumption (Marques and Fuinhas, 2011). The literature is mixed on whether measures of wealth indicate encouragement (Carley, 2009; Shrimali and Jenner, 2013) or discouragement (Aguirre and Ibikunle, 2014; Marques and Fuinhas, 2011) of RE deployment. The results here suggest that different countries/states have environmental concerns for capacity of RE deployment, and these concerns are important drivers to stimulate renewables. However, there is no relationship between CO2 emissions and renewables found in the model. Environmental concerns do not seem to be encouraging the use RE sources. This result suggests that social pressure with regard to environmental quality and climate change developments were not consequent in the decision process of switching to renewable sources (Marques et al. 2010). This is in line with the work of Marques and Fuinhas (2011), who found that greater CO2 emissions do not affect RE deployment.  In contrast, Aguirre and Ibikunle (2014), and Smith and Urpelainen (2014) found that CO2 emissions do help stimulate the RE deployment. 
[bookmark: _Toc283410603]3.1. Policy Variables
RE technologies are relatively expensive and cannot compete with traditional energy technologies without supporting policies (Aguirre and Ibikunle, 2014). Therefore, RE policy instruments play crucial role in the deployment of renewable capacity (Johnstone et al., 2010). Figure 1 shows the use of RE policy instruments which include FIT, quota, tender, and tax reduction between 1990 and 2008, a period of 19 years.
[bookmark: _Toc283050428]Figure 1: Comparison of use of RE policy instruments from 1990 to 2008
[image: ]
Figure 1 indicates that the use of FIT and quota policy instruments at the beginning of the study period were virtually nil, increasing steadily through 2008 to become the most commonly implemented RE policy instruments.  In contrast, at the start of the study period tax and tender were virtually the only policies employed, with their use slightly increasing through 2000, before falling gradually through 2008 to become the least favoured RE policy instruments. In other words, tax and tender RE policy instruments followed a similar pattern over the period. They remained fairly stable between 1990 and 2000, then, they gradually decreased trend from 2000 to 2008.
The estimates of policy effectiveness presented here suggest that FIT, tender and tax are positively linked to capacity of RE deployment. However, quota based RE policies do not seem to have significant effect on renewables whilst having the increased reliance. A quota policy is revealed to have an insignificant relationship with RE capacity; in other words, countries/states with quota based policies do not have statistically higher rates of capacity of RE deployment than countries/states without quota based policies. Results show that countries/states may not meet their quota targets satisfactorily. Subtle factors may be obscuring effectiveness of quota based RE policies.[footnoteRef:3] For example, Marques et al. (2010) argue that RE policies are often implemented simultaneously with other energy policies, and given a high level of energy consumption, increasing energy efficiency can reduce reliance on fossil energy sources, thus diminishing demand for RE and weakening the effect of quota-based policies. Shrimali et al. (2012) note that the quota stringency by itself is inadequate representation of the richness of a quota-based policy, and quota based policy characteristics (e.g. automatic compliance payment or regional trading) may cause quota structures to be more or less effective. Furthermore, Carley (2009) suggests a lack of effectiveness for quota (RPS) policies is linked to poor policy enforcement such as weak or inadequately structured policy design requirements and a lack of applicable penalties for non-compliance. Likewise, the empirical support found here for FIT policies deserves some qualification. For instance, Popp et al. (2011) use the FIT for each RE technology and also apply ROC -quota- for the percentage of electricity for renewables. When doing so, both policy instruments are not statistically significant in their analysis. For more detailed analysis of these political, economic, and substitute factors that influence RE growths see Huang et al. (2007), Jenner et al. (2013), and Lyon and Yin (2010). Furthermore, RE policy instruments have different policy outcomes (Johnstone et al., 2010) and several RE policies have overlapping aims and interact with each other to some degree (Elizondo Azuela and Barroso, 2012; Fischer and Preonas, 2010; Zhao et al. 2013). It can be expected that RE policy effect grows faster with policy complementarities or decreases with policy conflicts. This issue is elaborated in the literature by De Jonghe et al. (2009), Grace et al. (2011), and Philibert (2011).  [3: My quota result should be interpreted with caution, as it is possible that a delay in implementation of the policy would potentially bias my estimate downward and thus make the estimate statistically insignificant.] 

[bookmark: _Toc283410604]4. Conclusion and Policy Implications
This study investigated the effectiveness of four renewable policies in promoting RE capacity for the EU and US by employing a much larger data set than in previous studies. That is, this empirical study analyses the determinants of country/state-level renewables participation. More specifically, it evaluates the effectiveness of RE policy indicators on the deployment of RE capacity for a set of 27 EU countries and 50 US states, from the year 1990 to 2008 with some explanatory variables such as RE policy instruments, income, energy/electricity consumption, electricity/energy import, gas/coal price and CO2 emission. To substantiate this argument, this paper employs fixed-effects regression model and use inherently panel dataset with policy instruments and other variables within country/state level. 
The findings show different effects of the policies. FITs, tender and tax instruments have a positive and statistically significant effect on the capacity of RE deployment in Europe and US. The study also found that quotas do not provide significant results. This policy type is the most frequently expanded instrument in the case of US states. The lack of an effect suggests that quotas do not generate the anticipated result. Another argument may be that quotas could be considered to have lenient policy characteristics, which allow utilities to be flexible to employ out of countries/states resources to meet renewable requirements for quota (Shrimali et al., 2012). This could cause difficulty for quota-based policies to significantly make a difference. In essence, price based policies found to be more effective than quantity based policies. In particular, FIT is essential for green energy sources because of influencing the relationship between growth and RE innovation. Hence FIT looks effective for encouraging capacity of RE, while quota does not have any effect on RE capacity. The findings suggest that tender and tax incentives do seem to have a positive effect on RE deployment. The results of this analysis confirm the general conclusion in the literature that FIT, tender and tax have driven RE capacity deployment in EU and US. The panel driven fixed-effects approach verifies that FIT, tender, and tax have contributed sizeable impact. 
A striking result indicates that nuclear, electricity consumption, and coal price are significant indicators of RE deployment, while income, security variables, gas price and carbon emission are not. The lack of predictive power for these explanatory variables was unexpected. This suggests that nuclear, electricity consumption, and coal price are more pertinent than income, security variables, gas price, and carbon emission for countries and states. Furthermore, electricity consumption is negatively linked to RE capacity because under high pressure to provide the energy supply, countries/states prefer to use less RE and more traditional energy sources due to their cost advantage. 
Overall, the capacity of renewable use in the previous period has a positive and highly significant effect on the current period. However, in the period under analysis, this paper does not find evidence for social awareness to reduce emission of greenhouse gases. Furthermore, income and gas prices were not deceived for the development of renewable over the analysed period. Therefore, it was not the market that stimulated renewables due to cartelism. The prices of gas may be constrained by the falling prices of renewable sources, which is a result of progress in technology. This is an issue that deserves attention for further research. 
This empirical investigation has strong policy implications. Government/states should make special efforts to assess the compatibility among renewable policies and other regulatory policies due to further improve the effectiveness of renewable policies. Furthermore, considering the fact that some policy instruments are effective only for specific renewable sources, it is crucial for governments to incorporate specific targets of RE capacity outcomes. In addition, while three of policy instruments in this study are significant for renewable energy participation, quota has negative relationship with dependent variable. There is critical insight to be gained here for policy makers since quota is the most commonly deployed instrument in my sample of 50 states. 
Some caution should be used while interpreting these findings.  It was not the intention of this study to include all possible explanatory variables in the analysis. For example, surface and grid transmission variables were not included, and in a more comprehensive analysis they could prove to be a significant factor in the influence of RE deployment. Furthermore, there is a potential bias resulting from relevant omitted variables (e.g., grid transmission/development, Kyoto Protocol) that could be linked simultaneously with both dependent variables and the policy variables. For instance, RE projects depending on grid development could have moved together with economic growth and policies over time. The current paper attributes the growth in renewables to RE policies while some of the policies are enacted via grid development.  Although combining EU countries with all US states offers a comprehensive picture of the general effectiveness of RE policies, which was the goal of this study, application of these findings to a particular locale is problematic.  Individual countries or states, each with different political, economic, social, and environmental factors, which could not be completely controlled for here, suggests any specific RE policy implementation for a particular locale would vary in effectiveness based on these factors. The stringency of the policy, if it had been included, could have also affected the results of this study.  However, deriving a reliable measure of intensity is troublesome given the long time frame studied and the tendency, over this time period, for policies to change in intensity. 
[bookmark: _Toc283410605]Similarly, there are possible limitations of the dependent variable chosen. In this analysis the percentage of electricity capacity from RE resources (wind, solar, geothermal, and biomass) is combined into a single measure. Individual countries and states have different kinds of renewable sources. For instance, while one country or state is only using wind energy, another one is operating solar energy. These differences cannot be completely controlled due to large differences across countries and states. Finally, the effect of polices varied by technology and regulation type, a distinction subsumed by the use of dummy variables in this study. With the use of dummy variables, one drawback of the specification used here is that policy type heterogeneity is ignored. In other words, the limitations of the policy dummies are used due to the fact that no account is taken of the level of FIT or intensity of the quota. A more careful examination of this distinction, as well as factors related to grid transmission, overlapping policies and policy intensity, are all potentially fruitful pursuits for further investigation.
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7. Appendix A
[bookmark: _Toc292974822]Table 4A: Results using first differences in each case
	Dependent variable: 
Crenel 
(Ratio of renewable electricity capacity)
	Coefficient
	Standard Error

	RE Policy instruments

	FIT
	  .02909*
	.00763

	Quota
	                 .00334
	.00348

	Tender
	                 .00772*
	.00397

	Tax
	                 .00553*
	.00278

	Substitute Variable

	Thermal
	                -.11214
	.06987

	Nuclear
	                -.18242*
	.06972

	Security Variable

	Energy Import
	                -.06661
	.07374

	Economics Variable

	Electricity Consumption (per capita)
	                 -1.18e-1*
	          6.93e-1

	Coal price
	                  .00053*
	.00013

	Gas price
	   .00069
	.00083

	



I have checked the stationary of variables to eliminate non-stationary variables and I used only stationary ones in this analysis. I removed the most concerning variables (e.g. CO2 growth, GDP growth, electricity import) that have no effect on my results. According to Table 3 and Table 4A, the same variables are significant for RE deployment and they are stationary in the first differences level. 


[bookmark: _Toc292974823]Table 5A: Variables definition and summary statistics
	Variables
	Unit of Measure
	Observation
	Mean
	Standard Deviation
	Min
	Max

	Dependent Variable

	Crenel
(Ratio of renewable electricity capacity)
	Natural logarithm of the contribution of renewable electricity capacity to total installed capacity 
	1463
	.032
	.054
	0
	.618

	Independent variables

	Renewable Policy Variables

	FIT (Dummy)
	Feed-in-Tariffs as main policy for RES-E deployment
	1463
	.125
	.330
	0
	1

	Quota (Dummy)
	Quota/ROC/RPS as main policy for RES-E deployment
	1463
	.186
	.389
	0
	1

	Tender (Dummy)
	Tendering as main policy for RES-E deployment
	1463
	.205
	.404
	0
	1

	Tax (Dummy)
	Tax and subsidies incentives as main policy for RES-E deployment
	1463
	.226
	.418
	0
	1

	Substitute Variables

	Thermal
	Share of thermal electricity generation (oil, gas and coal) from total
	1463
	.652
	.266
	.000
	1.000

	Nuclear
	Share of nuclear electricity generation from total
	1463
	.194
	.212
	-.007
	.878

	Security Variables

	Energy import
	The ratio of net energy imports to total energy consumption
	1463
	.244
	.300
	-.528
	1.138

	Electricity import
	The ratio of net energy imports to total electricity consumption
	1463
	.026
	.143
	-.881
	1.015

	Economics Variables

	GDP per capita
	Income per capita, PPP (constant 2005 international $)
	1463
	3.204
	18.642
	-527.6
	119.938

	Electricity consumption
	TOE (Tons of Oil Equivalent)
	1463
	4.17e
	5.54e
	158.336
	3.49e

	Coal price
	Coal price Northwest Europe Market Price (US$ per tone, 1995)
	1463
	28.797
	23.928
	0
	149.78

	Gas price
	Natural gas price European Union CIF (US$ per million Btu, 1995)
	1463
	5.646
	3.254
	1.42
	36.73

	Environmental Variables

	CO2PC emission growth
	CO2 emissions per inhabitant in the EU and US
	1463
	-.018
	.795
	-6.594
	  5.529


Table 5A provides descriptive data on observation, mean, standard deviation, minimum, and maximum for each of these measures of renewable energy capacity for the response and explanatory variables. It also shows the definition of variables and unit of measure for each variable.


[bookmark: _Toc292974824]Table 6A: Variable correlations
	
	Crenel
	Fit
	Quota
	Tender
	Tax
	Thermal

	crenel
	 1.000
	
	
	
	
	

	Fit
	 0.268
	 1.000
	
	
	
	

	quota
	 0.032
	-0.172
	 1.000
	
	
	

	tender
	-0.057
	-0.126
	-0.253
	  1.000
	
	

	tax
	-0.049
	-0.157
	-0.217
	 -0.279
	 1.000
	

	thermal
	-0.147
	-0.116
	 0.028
	  0.079
	-0.026
	1.000

	nuclear
	-0.081
	0.038
	 0.046
	 -0.077
	 0.021
	-0.642

	energy import
	 0.141
	0.481
	-0.148
	 -0.231
	-0.187
	-0.111

	electricity import
	 0.106
	0.015
	 0.024
	 -0.022
	 0.020
	-0.012

	GDP growth
	 0.129
	0.218
	 0.000
	 -0.071
	-0.046
	-0.022

	elect consumption
	-0.152
	     -0.293
	 0.228
	 -0.020
	 0.068
	 0.105

	CO2 growth
	 0.006
	0.007
	-0.025
	 -0.019
	-0.029
	 0.008

	coal price
	 0.354
	0.549
	-0.024
	 -0.209
	-0.126
	-0.113

	gas price
	 0.089
	     -0.004
	 0.398
	  0.015
	 0.061
	 0.044

	
	
	
	
	
	
	

	
	Nuclear
	Energy   import
	Electricity import
	GDP
Growth
	Electricity
Consumption
	   CO2
Growth

	nuclear
	 1.000
	
	
	
	
	

	energy import
	 0.030
	 1.000
	
	
	
	

	electricity import
	-0.170
	 0.225
	 1.000
	
	
	

	GDP growth
	 0.040
	 0.193
	-0.027
	 1.000
	
	

	elect consumption
	 0.056
	-0.434
	-0.087
	-0.157
	 1.000
	

	CO2 growth
	-0.016
	-0.024
	-0.051
	 0.010
	 0.013
	 1.000

	coal price
	 0.043
	 0.593
	 0.040
	 0.220
	-0.390
	-0.055

	gas price
	 0.019
	-0.233
	-0.005
	-0.070
	 0.178
	-0.038

	
	
	
	
	
	
	

	
	Coal price
	Gas 
price
	
	
	
	

	coal price
	   1.000
	
	
	
	
	

	gas price
	   0.143
	1.000
	
	
	
	


Notes: The table indicates the correlation coefficients for all variables reviewed in this paper. The variables are as defined in Table A1.
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Abstract
The relationship between economic growth and renewable energy (RE) consumption has received enormous attention in the literature. However, there are diverse views about the Granger causality and nature of this relationship. The purpose of this empirical study is to investigate how RE consumption on electricity generation is affected by economic growth and electricity prices using data from 1990 to 2012 with the vector auto regression (VAR) approach. This is done by using three case study countries (United Kingdom, Turkey, and Nigeria), which have different levels of economic development, are located in diverse regions in the world, but with common effort of encouragement in term of policy implementations in RE use recently. Then, a prediction model is developed for the year of 2025-2030. Findings in this paper show RE consumption, for the period under consideration, is significantly determined by income and electricity price in the long run. 
Keywords: renewable energy consumption and economic growth, VAR, United Kingdom, Turkey, Nigeria

[bookmark: _Toc283410609]1. Introduction
The relationship between energy consumption and economic growth is well established. Securing abundant, affordable energy is critical to manufacturing, infrastructure expansion, transportation, and increasing standards of living. However, less is known about the relationship between renewable energy (RE) consumption and economic growth. Countries of varying economic strength stimulate interest in RE for a variety of reasons related to improving the standard of living for their citizens. Developed countries want to encourage expansion of RE sources to strengthen the energy security of supply and address climate change (Edenhofer et al., 2013; Hocaoglu and Karanfil, 2013; Johnstone et al., 2010; Sadorsky, 2011), while developing and underdeveloped countries’ interest in RE is to help modernization of the energy sector, foster energy sustainability, and support aims for economic development (Kaygusuz et al., 2007). For example, use of RE is a solution to the challenges of African rural electrification and lack of access to electricity (Inglesi-Lotz, 2013). Addressing this need with RE has important implications for raising African’s standard of living, but would also act as a driver for increased economic development. 
With countries having disparate motivation and goals with respect to RE development, a fair question to ask is whether the interplay between RE consumption and economic development is consistent across countries despite the differences. One way to shed light on this question is to select a case study set of countries with differences in economic development, energy resources, and geopolitical factors. The countries of United Kingdom, Turkey, and Nigeria represent such a set. These countries were chosen because they are diverse and, unlike many countries, the necessary data is available. In other words, sample countries are diverse in their stages of economic development, social structure as well as RE political process. The single country analysis provides considering if countries with diverse geographic, economic, and political situations affect differently to an increase in the RE consumption. 
Both economic growth and RE consumption have increased for the case study countries over the past few years, albeit at different rates. UK’s economic growth was 1.9% in 2013, and RE consumption grew by 19% in 2011. For Turkey, economic growth was 3.6% in 2013, and RE consumption grew by 19.3% in 2012. The economic growth of Nigeria was 7.7% in 2013, and RE consumption expanded by 1.9% in 2012 (World Bank, 2013). By comparison, the global growth rate of RE sources was 4.4% in the first decade of the 21st century worldwide (Pao and Fu, 2013). The case study countries also differ in their targets for RE growth. The UK has set a target of 15% of electricity generation from RE sources by 2020 (Ward and Inderwildi, 2013), Turkey plans to produce 30% of its annual electricity from RE sources by the year 2023 (Melikoglu, 2013), while Nigeria has set a target of producing 10% of its electricity from by 2025 (Yusuf, 2014). 
Numerous studies have explored the relationship between economic growth and total energy consumption and found a positive correlation (Bowden and Payne, 2009; Halicioglu, 2009; Huang et al., 2008; Lee and Chang, 2008Pao and Fu 2013; Payne, 2010; Soytas and Sari, 2009). For the case study countries, this finding has been replicated in the UK (Humphrey and Stanislaw, 1979; Lee and Chien, 2010), Turkey (Ocal and Aslan, 2013), and Nigeria (Akinlo, 2009; Ighodaro, 2010).  Less research has been conducted on the more general relationship between economic growth and RE development (Apergis and Payne, 2010; 2014; Menyah and Wolfe-Rufael, 2010; Sadorsky, 2009a), and to date, no empirical study has been conducted on this relationship in the set of the UK, Turkey, and Nigeria. Specifically, there has been no empirical study to investigate this relationship in the case of Nigeria. 
The goal of this study is to take a unique approach, compared to previous studies, to examine the link between RE consumption and economic development within the case study countries. This study will use a standard VAR model to focus on RE consumption, income, and electricity prices and how they may interact with each other.  Furthermore, this VAR model will reveal any dynamic interactions between these variables, and allow for the construction of forecasts that will predict the future of the RE and economic development relationship through 2030. A finding that a change in economic growth has a significant effect on RE consumption is consistent with the work of others (Apergis and Payne, 2010; 2014; Menegaki, 2011; Ohler and Fetters, 2014; Sadorsky, 2009a; 2011). However, this study is different because these previous studies used panel VAR techniques, and to argue there are relationship between RE consumption and other variables such as carbon dioxide (CO2) emissions, oil prices, gross domestic product (GDP). This study’s use of a diverse group of countries, a longer time span of data that used previously (Menegaki, 2011; Ohler and Fetters, 2014), and a more recently collected data set, offers an opportunity to discover new insights into the interplay between RE consumption and economic development.  To my knowledge, this approach, using this kind of analysis, with these particular variables, over this long a time span, on this unique set of countries, has never been attempted.
In this paper, section 2 will discuss and review related studies in the literature. Section 3 will describe the data and the methods used in this paper. Section 4 will present the empirical findings and discussion, and section 5 will provide the conclusions and discuss policy implications.
[bookmark: _Toc283410610]2. Review of the Existing Literature
An empirical investigation into the link between economic growth and RE requires an appropriate statistical technique. The VAR model approach has been used with success to examine the relationship between RE consumption and variables related to economic development (Apergis and Payne, 2010; 2014; Menegaki, 2011; Ohler and Fetters, 2014; Sadorsky, 2009a; 2011; Silva et al., 2012). Sadorsky (2011) used the VAR model to analyse the relationship among RE consumption, income, oil prices, and oil consumption over the period from 1980 to 2008. He suggested that positive shocks to income increase RE consumption. Sadorsky (2009a) employs a VAR approach to analyse the relationships among RE consumption, income, oil prices, and CO2 emissions in the G7 countries over the period 1980-2005 by performing panel unit root and cointegration tests. He pointed out that increases in income and CO2 emissions are major drivers for increases in RE consumption for long run. Silva et al. (2012) analysed how an increasing share of RE sources on electricity generation affects economic growth and carbon emissions using structural VAR approach over the period 1960 to 2004 for Denmark, Portugal, Spain, and United States. Their findings show that the increasing RE share had economic costs in terms of GDP per capita and there is an evident decrease of CO2 emissions per capita. 
Several studies have looked at the relationship between RE consumption and various macroeconomic variables (e.g., income, oil prices, capital, labour) at the country or regional level (Apergis and Payne, 2010; Sadorsky, 2009b, 2011; Salim and Rafiq, 2012). The consensus from these studies is that increases in income are positively related to increase RE consumption. This makes intuitive sense given RE prices are generally higher than energy derived from fossil fuels, and people need to be able to afford RE to use it. Sadorsky (2009b) presented two empirical models of RE consumption and income for 18 emerging countries with panel VAR over the period 1994 to 2003.First empirical model examined the relationship between RE consumption and income, and the results show that increases in income have a positive impact on RE consumption. The second model examined the relationships among RE consumption, income, and electricity prices. This result suggested that RE consumption is more sensitive to RE price changes than overall electricity demand. 
Apergis and Payne (2010) used panel VAR techniques to analyse the relationship between RE consumption and economic growth for a panel of 20 OECD countries over the period 1985-2005. The theoretical framework uses an aggregate production function relating output to labour, capital, and RE. They find evidence of bidirectional Granger causality between RE consumption and economic growth in both the short run and the long run. Salim and Rafiq (2012) analysed the determinants (income, pollutant emission, and oil prices) on RE consumption for six developing countries (Brazil, China, India, Indonesia, Philippines, and Turkey) by using both panel data and time series analyses covering the period 1980 to 2006. Their results suggest that there are bidirectional causal links between RE and income; and between RE and pollutant emission. These results show that in the long run, RE consumption is significantly determined by income, while oil prices seem to have less and negative impact on RE consumption in these countries. More recently, Ohler and Fetters (2014) studied the causal relationship between economic growth and electricity generation from renewable sources across 20 OECD countries over 1990 to 2008. They found evidence of a bidirectional short run relationship between aggregate renewable electricity generation and GDP. Apergis and Payne (2014) observed Central American countries from 1980 to 2006 using the panel VAR approach. They define RE consumption as total renewable electricity consumption in millions of kilowatt-hours and their results suggest evidence of bidirectional Granger causality between RE consumption and economic growth in the long run.
In contrast to bidirectional results, several studies report a unidirectional relationship between RE consumption and economic growth. Payne (2011) investigates the relationship between biomass consumption and GDP in the US, and finds a positive unidirectional relationship from biomass to GDP. Menyah and Wolde-Rufael (2010) studied the relationships between RE consumption, CO2 emissions, nuclear consumption, and real GDP for the United States over the period 1960-2007 using the VAR model. They report that there are unidirectional Granger causality relations from nuclear energy consumption to CO2 emissions and from GDP to RE but no Granger causality from RE consumption to CO2 emissions. Menegaki (2011) studied the causal relationship between economic growth and RE for 27 European countries in a VAR panel framework over the period 1997-2007. His results do not confirm Granger causality between RE consumption and GDP.
To summarise the literature review, there has been an augmentation of research on the relationship between RE consumption and economic growth, but the existing research is lacking clear evidence on the direction of Granger causality between these three variables in general and within case countries. Furthermore, existing research doesn’t include data from the past three years, a period of notable RE growth that merits inclusion in forecasting models.


[bookmark: _Toc283410611]3. Data and Methodology
[bookmark: _Toc283410612]3.1. Data
Annual data for UK, Turkey, and Nigeria, from 1990 through 2012, was collected on RE consumption (rep), electricity price (ep), and income (gdp), from World Bank online database, International Energy Agency (IEA), Turkish Statistical Institute (TUIK), United Kingdom Energy Research Centre (UKERC), and US International Energy Statistics (IEA) database. 
Data on RE consumption was derived from the IEA database and measured in billion kilowatt-hours. RE is the electricity generated from wind, solar, geothermal, biomass, hydropower, tidal, and wave sources. This paper uses electricity price, as opposed to oil price, because of it has a strong penetration of the RE sources (Silva et al., 2012). 
GDP per capita, taken from the World Bank online database and measured in current US dollars, represents economic growth. A key economic growth indicator, GDP was used as a proxy of income in the studies detailed above (Marques and Fuinhas, 2011; Sadorsky, 2009a). Economic growth measured in terms of GDP (real or per capita), or growth rate of GDP, uses different econometric methodologies, countries, and time periods (Apergis and Payne, 2010; Bretschenger, 2010; Bruns and Gross, 2013; Chiou-Wei et al., 2008; Gross, 2012; Payne and Taylor 2010). For instance, Payne and Taylor (2010) find that no Granger causality between energy consumption and real GDP. This is consistent with the findings of Menyah and Wolde-Rufael (2010) and Chiou-Wei et al., (2008). Apergis and Payne (2010), Belke et al. (2011) and Mohammadi and Parvaresh (2014) reported a long run equilibrium relationship between real GDP and energy consumption. 
The electricity price variable was taken from the TUIK, UKERC, and World Bank databases and it is current fuel price index numbers 2005=100. This study analyses additional channel of Granger causality by presenting electricity prices. Although electricity prices have been neglected in many previous studies (e.g., Yildirim et al., 2012), I examine the electricity price as a proxy because of its effects on both energy consumption and economic growth.  Furthermore, an increase in prices is anticipated to lead to a decrease in energy demand (Odhiambo, 2010). 
[bookmark: _Toc283051729]Figure 1: Data plots


RE consumption has been growing for UK and Turkey but it is stable for Nigeria over the period (1a). GDP per capita has been growing a long a linear trend line for all countries (1b). Electricity prices in all case study countries tend to move upward over time (1c).
Selection of the variables for this study is based on comparability with the variables collected in previous research, and so the data collected on these variables in the more recent time frame of this study can easily be compared with data collected in the more distant past. 
[bookmark: _Toc283410613]3.2. Methodology
Model estimation of the relationship between RE consumption and economic growth is based on the standard VAR technique. This approach is used because there is no need to assume exogeneity assumptions about which variables are response variables/explanatory variables since all variables in VAR are treated as endogenous, thereby, reflecting the realities of interdependence. This model permits for a much richer data structure that can capture complex dynamic properties in the data (Sadorsky, 2011; Taylor 2010). Furthermore, the model is well suited to forecast the effects of specific policy actions or of significant changes in the economy (Tiwari, 2011). For Granger causality test, a VAR model was selected rather than a VECM model as the VECM model is only defined when the time-series are cointegrated. And when this is the case the series need to be integrated of the same order. Furthermore, a VAR model is preferred rather than using a VECM model for causality testing (Giles, 2011).
These features make the VAR the ideal choice of methodology to analyse the macroeconomic responses in case countries to RE consumption. The standard VAR model is specified as:

where is a vector of stationary variables {∆REN, ∆EP, ∆GDP} with ∆REN= renewable consumption; ∆GDP= economic growth as per capita; ∆EP=change in electricity prices and = vector of error terms.is the lag operator which is calculated below.

The model also makes provisions for the error terms and shocks to calculate the impulse response functions (IRF) and the forecast error variance decompositions (FEVD). IRF and FEVD show that the dynamic responses and size of total effect respectively. The estimation of interaction between RE consumption, economic growth and electricity price are based on the IRFs and the FEVDs after estimating the VAR model. The IRFs usually show the effects of shocks on the adjustment path of the variables. The FEVDs measure the contribution of each type of shock to the forecast error variance. Both computations are useful in assessing how shocks to economic variables reverberate through a system (Phillips, 1998). 
The IRFs are based on the Cholesky decomposition approach. The Cholesky decomposition strategy entails a contemporaneous relationship among the variables. The first variable in the VAR system influences the other variables contemporaneously, while the following variables in the VAR impacts the variables listed earlier only in their lag form. Considering that the variables correspond to Cholesky decomposition imposing the order (ren; gdp; ep) because from the most to the less exogenous.
The lag-length for the model is selected using the Akaike Information Criteria (AIC) because of its better performance in small samples (Ozturk and Acaravci, 2013). This study carried out the stationary and cointegration tests, as well as Granger causality tests, for all variables. Finally, this paper also implemented the prediction model and is developed by using the time series forecasting system and evaluated using VAR method to construct the dynamic forecast over the period 2013-2030 for UK, Turkey, and Nigeria.  E-views and Stata software were used in this study to analyse these variables.


[bookmark: _Toc283410614]3.3. Summary Statistics
Table 1 below shows the summary statistics for variables in case countries:
[bookmark: _Toc283051593]Table1: Summary statistics over 1990-2012 for variables
	
	uk_ren
	uk_gdp
	uk_ep
	t_ren
	t_gdp
	t_ep
	n_ren
	n_gdp
	n_ep

	 Mean
	 15.45759
	 29293.26
	 108.8696
	 37.72006
	 5532.397
	 97.61371
	 6.039212
	 781.5134
	 71.96087

	 Median
	 12.02800
	 25870.99
	 92.80000
	 35.49400
	 4219.544
	 74.11461
	 5.850000
	 377.5003
	 57.30000

	 Maximum
	 43.82253
	 46610.53
	 181.4000
	 64.37187
	 10666.06
	 206.0910
	 8.152000
	 2722.298
	 178.9000

	 Minimum
	 5.321000
	 17270.12
	 80.20000
	 22.57500
	 2268.397
	 46.70890
	 4.343000
	 153.0762
	 3.930000

	 Std. Dev.
	 10.47715
	 9311.265
	 31.56791
	 10.63177
	 3028.173
	 55.77279
	 0.965901
	 766.0461
	 55.36502

	 Skewness
	 1.180469
	 0.284903
	 1.104866
	 0.840289
	 0.650318
	 0.793446
	 0.746967
	 1.519842
	 0.506311

	 Kurtosis
	 3.690039
	 1.695320
	 2.676368
	 3.428594
	 1.795478
	 2.034864
	 3.321090
	 4.071345
	 2.035646

	
	
	
	
	
	
	
	
	
	

	 Jarque-Bera
	 5.798087
	 1.942417
	 4.779835
	 2.882703
	 3.011588
	 3.305975
	 2.237647
	 9.954652
	 1.873909

	 Probability
	 0.055076
	 0.378625
	 0.091637
	 0.236608
	 0.221841
	 0.191477
	 0.326664
	 0.006892
	 0.391819

	
	
	
	
	
	
	
	
	
	

	 Sum
	 355.5245
	 673745.1
	 2504.000
	 867.5614
	 127245.1
	 2245.115
	 138.9019
	 17974.81
	 1655.100

	 Sum Sq. Dev.
	 2414.957
	 1.91e+09
	 21923.73
	 2486.758
	 2.02e+08
	 68433.29
	 20.52523
	 12910187
	 67436.28

	
	
	
	
	
	
	
	
	
	

	 Observations
	 23
	 23
	 23
	 23
	 23
	 23
	 23
	 23
	 23



[bookmark: page103]The following diagnostic tests were carried out to analyse and understand the characteristics of the variables. First, the lag selection was carried out. Second, the test for stationarity was conducted by applying several diagnostic tests to check if the series contained unit roots (non-stationary series) or (stationary series). Third, the cointegration properties of the variables were checked. Then, the study indicates the nature of Granger causality for the variables of interest.  

[bookmark: _Toc283410615]3.4. Lag Selection
To reliably check for co-integration, it is crucial to determine the suitable lag length. According to Kireyev (2000), excessively short lags may fail to capture the system’s dynamics leading to omission of variables, coefficients’ bias and serial correlation based errors, whilst lag lengths that are excessively too long cause rapid loss of degree of freedom and over parameterisation. In other words, the estimation of the appropriate lags length over-parameterisation of the model. The Akaike Information Criterion (AIC), the Hannan Quinn Information Criterion (HQIC) and the Schwarz Bayesian Criterion (SBC) were used for this purpose. Information Criteria suggest that the appropriate lag length that should be used to test for co-integration is VAR=4. The correct lag length of four as showed by the Akaike Information Criterion (AIC) and other information criteria (e.g. HQIC, SBC) is used for VAR estimation. The lag-length selection table is presented in Table 2 below.
[bookmark: _Toc283051594]

Table2: Lag selection - Information criteria
	Lag
	  LL
	  LR 
	p
	  AIC
	 HQIC
	 SBIC

	UK

	0
	 47.048
	
	
	-5.18211  
	-5.1675
	-5.03507

	1
	 52.5228
	 10.95  
	0.279
	-4.76739
	-4.70893
	-4.17924

	2
	 76.3458  
	 47.646
	0.000
	-6.51127
	-6.40896
	-5.482

	3
	 86.8965
	 21.102
	0.012
	-6.69371
	-6.54755
	-5.22333

	4
	 134.313
	 94.834*
	0.000
	-11.2133*
	-11.0233*
	-9.30186*

	Turkey

	0
	 10.3676
	
	
	-.86678
	-.852164
	-.719743*

	1
	 22.5791
	24.423
	0.004  
	-1.2446
	 -1.18614
	-.65645

	2
	 29.6669
	14.176
	0.116
	-1.01964
	-.917328
	 .009625

	3
	 38.4023
	17.471
	0.042
	-.988507
	-.842349
	 .48187

	4
	 59.7156
	42.627*
	0.000
	 -2.43712*
	 -2.24712*
	-.525635  

	Nigeria

	0
	16.466
	
	
	-1.58424
	 -1.56962
	 -1.4372  

	1
	29.7209
	26.51
	0.002
	-2.08481
	-2.02634
	-1.49666  

	2
	39.5511
	19.66
	0.020
	-2.18248
	-2.08017
	-1.15322

	3
	53.3843  
	27.666  
	0.001
	-2.75109  
	-2.60494
	-1.28072

	4
	89.2336
	71.699*
	0.000
	-5.90983*
	 -5.71983*
	 -3.99834*


Endogenous: RE consumption, GDP; Electricity price, Exogenous: constant
[bookmark: _Toc283410616]3.5. Stationary Properties
The autocorrelation function (ACF) and partial autocorrelation function (PACF) demonstrate that the variables (RE consumption, economic growth and electricity price) are non-stationary. For the study formal stationarity tests were carried out through unit root tests. The unit root tests included constant, time trend and four lags in line with the general and specific stationarity analysis. At the level forms, the null hypotheses that the variables are non-stationary are not rejected, indicating non-stationarity for all the variables. 
To identify the order of the integration of the series, the Ng and Perron (2001) unit root test has been employed with Augmented Dickey Fuller (ADF) (Dickey and Fuller, 1981) and Phillips and Perron (PP) (Phillips and Perron, 1988) test. Then, cointegration analysis has been conducted in order to identify the nature of the cointegration. Diagnostic tests for the existence of stationarity are crucial as the two categories of the series are treated in different ways (Brooks, 2008) and the non-stationary does not have a constant mean and there is great emergence of heteroscedasticity (Enders, 1995). The ADF and PP unit root tests suggest that all series are stationary, in other words, they are all integrated of order 0, 1, 2, that is I(0), I(1), I(2). The time series properties of the variables in levels, and in first difference, are evaluated through two different unit root tests, namely ADF and PP.  This study provides some results that depend on the test used (ADF or PP) and on the trend specification.
As Perron (1988) notes, the hypothesis of a unit root with a trend are usually precluded a priori, for instance, if the series is in logarithmic form, it implies an ever increasing (or decreasing) rate of change. At the level forms, the null hypotheses that the variables are non-stationary and they are not rejected. It can be seen that the test statistic is less negative than the critical values of 5% level of significance for each series and as a result, do not reject the H0 since all the variables are non-stationary, indicating non-stationarity for all the variables. Results are displayed in the Appendix: Table 8A. After taking first differences, each of the time series appears to contain a unit root in their levels but almost all series are stationary in their first difference indicating that they are integrated at order one, i.e., I(1). The results are displayed in Appendix: Table 9A which indicates that the second ADF test is first differences a value and most series are stationary having more negative test statistics than the applicable critical values. RE price in the UK and Nigeria are not stationary after the first differences. The series became stationary by taking the second difference of the values indicating that they are integrated at I(2). Table 10A in the Appendix displays the results from the ADF and PP test and it can be seen that the critical values of 5% level of significance is less negative than the test statistic for each series and as a result H(0) is rejected because all the variables are stationary. 
[bookmark: _Toc283410617]3.6. Cointegration Analysis
[bookmark: _Toc283051595]This study applied the necessary cointegration analysis after the stationarity tests above. The outcome of the trace test (λmax) along with those of the eigenvalue test indicates that considering the long run relationship between RE consumption and two other variables (economic growth and electricity price) for each country. The present study rejects the null hypothesis of no cointegration on behalf of the alternative hypothesis that at least there is one cointegration relationship at the five percent (5%) significance level for Nigeria. The result of the cointegration tests meets the a priori assumption of stationarity of the variables. The present study enables all the variables to be included in the VAR model in their level forms with the introduction of the lags where necessary. This approach avoids the loss of significant information from the time-series co-movements of the variables (Kireyev, 2000). The outcome of the cointegration test is presented in Table 3 below.

Table3: Johansen tests for cointegration
	Trend: constant 							Lags=4
	Max
Rank
	Parms
	      LL
	Eigenvalue
	Trace statistic (λmax)
	5% critical
value
	1% critical value

	UK
	

	0
	30
	76.281248
	
	116.0644
	29.68
	35.65

	1
	35
	112.98909
	0.98668
	42.6487
	15.41
	20.04

	2
	38
	130.95271
	0.87917
	6.7215
	3.76  
	6.65

	3
	39
	134.31347
	0.32658
	
	
	

	Turkey

	0
	30
	30.406466
	
	58.6182
	29.68
	35.65

	1
	35
	45.425247
	0.82914
	28.5806  
	15.41  
	20.04

	2
	38
	56.132362  
	0.71625
	7.1664
	3.76
	6.65

	3
	39
	59.715562
	0.34397
	
	
	

	Nigeria

	0
	30
	51.050487
	
	76.3662
	29.68
	35.65

	1
	35
	83.416096
	0.97780
	11.6350
	15.41
	20.04

	2
	38
	87.338587
	0.36964
	3.7900  
	3.76
	6.65

	3
	39
	89.233586
	0.19984
	
	
	


*presence of cointegration relationship
It is widely known that cointegration tests based on individual time series have low statistical power, especially when the time series is short (Belke et al., 2013). Cointegration between the variables can be examined by employing time series tests such as the Johansen's maximum likelihood approach. The hypotheses for this test are the following: the null hypothesis (H0) states that there is r cointegrating vectors, whereas the alternative hypothesis (H1) illustrates that there are r+1 or more (Brooks, 2008).
[bookmark: _Toc283410618]4. Empirical Results and Discussions
[bookmark: _Toc283410619]All variables were expressed in natural logarithms for estimating the VAR (Apergis and Payne, 2010; Ewing et al., 2007; Narayan and Prasad 2008; Sadorsky, 2009a), and logarithmical differences were used because this guarantees all variables are stationary. VAR estimation strategies, which require the model identification by using the stationarity test, lag selection, causal ordering, and restrictions for measuring the impulse response functions and forecast error variance decomposition are presented below. Finally, a prediction model was developed for the years 2013-2030 for each country. Therefore, this section accounts for the impulse response function, variance decomposition from the VAR, and prediction model. 
4.1. Impulse Response Function (IRF) Analysis
The analyses examined the relationship between RE consumption, economic growth, and electricity price using IRF methodology. Impulse response functions are only valid if the VAR is stable. Therefore, some steps must be taken to ensure that the VAR is stable while IRFs are used to interpret the results (Sadorsky, 2011). The IRF demonstrates how a residual shock to one of the innovations in the model affects the contemporaneous and future values of all endogenous variables (Silva et al. 2013). Significance was determined by 95% confidence intervals. The error bands were obtained by using a Monte Carlo simulation procedure with 1000 replications. Analytically calculated standard errors were employed to construct confidence intervals that were provided to gauge the significance of each impulse response. The IRF indicates how long, and to what extent, RE consumption reacts to an unanticipated change in income or electricity price (Lee and Chiu, 2011). 
The IRF table presented in Table 4 shows that RE consumption in case countries responded negatively and significantly to a 10% deviation in economic growth by 0.2% (negatively) in the short run and, 0.06% (positively) in the long run. This indicates that income shocks among other variables affect case countries’ RE consumption within the period under consideration. This means that economic growth in the sample countries respond positively and significantly to RE consumption shocks. Furthermore, RE consumption in the case countries responded positively and significantly to a 10% deviation in prices by 0.09% in the short run and, 0.05 (negatively) in the long run. The graphical representation of the predicted cointegrated plots for case countries are displayed in Figure A1, A2, and A3 in the appendix. 
This study’s findings regarding RE consumption and economic growth are consistent with the empirical results of Apergis and Payne (2014; 2010), and Tugcu et al. (2012) who found a relationship between RE consumption and income, and they concluded that the Granger causality function was more effective in explaining the relationship in the long run. In contrast, Menegaki’s (2011) empirical results retrieved from an identical approach did not confirm Granger causality between RE consumption and income. 







[bookmark: _Toc283051596]Table4: Impulse response function table
	Step
	RE consumption response to GDP impulse
	GDP response to RE consumption impulse

	
	IRF
	Lower*
	Upper*
	IRF
	Lower*
	Upper*

	0
	  0
	  0
	 0
	 .129837
	 .041622  
	 .218052  

	1
	-.021632
	-.063027  
	.019763  
	-.155564
	-.270597   
	-.040532

	2
	 .040584  
	-.014034
	.095201
	 .013535
	-.107074   
	 .134145

	3
	-.025187
	-.078152
	.027778
	 .070993
	-.063262  
	 .205248

	4
	 .00415  
	-.042702
	.051002
	-.056148   
	-.180937  
	 .06864  

	5
	 .009342
	-.03387  
	.052554  
	 .025267  
	-.059429  
	 .109963

	6
	-.016782  
	-.053222
	.019658
	 .00568  
	-.082561  
	 .093922

	7
	 .012847
	-.018325
	.044018
	-.026774
	-.10865   
	 .055103

	8
	-.001571
	-.028398  
	.025256
	 .020374  
	-.037378  
	 .078126

	9
	-.006052
	-.029513  
	.017408
	-.002498
	-.044919  
	 .039924

	10
	 .00697
	-.012225
	.026164
	-.00701  
	-.053275
	 .039256

	

	Step
	RE consumption response to Price impulse
	Price response to RE consumption impulse

	
	IRF
	Lower*
	Upper*
	IRF
	Lower*
	Upper*

	0
	  0
	  0
	 0
	 .000646  
	-.030654
	 .031946  

	1
	 .00973
	-.041043
	.060504
	-.034834
	-.064462
	-.005206  

	2
	-.03622
	-.106353
	.033914  
	 .011393
	-.018633  
	 .041418  

	3
	 .024402
	-.027108
	.075913
	 .017364
	-.013523  
	 .048251

	4
	 .004931
	-.030296
	.040159   
	-.009334
	-.033847
	 .01518

	5
	-.016644  
	-.051474   
	.018186
	 .000057  
	-.020569
	 .020683

	6
	 .014873  
	-.021251   
	.050998
	 .000853  
	-.016769
	 .018474

	7
	-.006975
	-.034516  
	.020566  
	-.003537
	-.01881
	 .011736  

	8
	-.003459  
	-.02586  
	.018943
	 .003204
	-.007783
	 .014191

	9
	 .008274  
	-.013356  
	.029905
	 .000627
	-.007485  
	 .008739

	10
	-.00557
	-.022887  
	.011747
	-.001856   
	-.009575
	 .005863


* 95% lower and upper bounds
[bookmark: _Toc283410620]4.2 Variance Decomposition
This study’s analyses applied the advanced generalized forecast error variance decomposition to investigate the relationships among RE consumption, income and electricity price, as well as to gauge the influences of the variables on each other for the short and long run. 
The variance decomposition reports are presented below in Table 5 below. The variance decomposition indicates that in the short run approximately 1.3% of the fluctuations in case study countries’ economic growth are explained by a 39% deviation in RE consumption shock. In the long run, in this case, ten years, a 100% deviation in RE consumption shocks accounts for about7% of the fluctuations in economic growth in case countries’ economies. Furthermore, 0.2% of the fluctuations electricity prices are explained by a 2% deviation in RE consumption shock for short run and a 100% deviation for about 5.6% of the fluctuations in electricity prices for the long run. 
As a result, economic growth significantly affects RE consumption in sample countries both in the short run and long run. Likewise, electricity prices in sample countries are found to have significant effects on RE consumption during the period under consideration. This strand of the result is in line with a priori expectations. This outcome is also consistent with the literature on the relationship between economic growth and RE consumption (e.g., Apergis and Payne, 2014, 2010; Silva et al., 2012; Sadorsky, 2011). 
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Table5: Variance decomposition
	Step
	RE consumption response to GDP impulse 
	GDP response to RE consumption impulse

	
	FEVD
	Lower*
	Upper*
	FEVD
	Lower*
	Upper*

	0
	 0
	  0
	 0
	0
	0
	0

	1
	 0
	  0
	 0
	.359297
	.013927
	.704667

	2
	.013606
	-.039131
	.066342
	.454295
	.081983
	.826606

	3
	.05345
	-.094369
	.20127
	.453227
	.081536
	.824917

	4
	.066252
	-.111242
	.243745
	.475294
	.099743
	.850845

	5
	.062214
	-.106638
	.231066
	.491207
	.089595
	.892818

	6
	.06205
	-.111837
	.235937
	.489189
	.081451
	.896927

	7
	.067427
	-.123816
	.258671
	.486876
	.081447
	.892306

	8
	.070319
	-.126972
	.267609
	.490213
	.077361
	.903064

	9
	.069973
	-.126466
	.266411
	.491456
	.073618
	.909293

	10
	.070507
	-.128206
	.26922
	.491059
	.07384
	.908278

	

	Step
	RE consumption response to Price impulse
	Price response to RE consumption impulse

	
	FEVD
	Lower*
	Upper*
	FEVD
	Lower*
	Upper*

	0
	 0
	  0
	 0
	 0
	  0
	 0

	1
	 0
	  0
	 0
	.000086
	-.008263
	.008436

	2
	.002753
	-.02596  
	.031465
	.193485
	-.090817
	.477787

	3
	.035547
	-.109357  
	.180451
	.190556
	-.076611  
	.457722

	4
	.048243
	-.13047  
	.226955
	.213567  
	-.075414   
	.502547

	5
	.045567  
	-.119104  
	.210239
	.21828  
	-.080995
	.517554

	6
	.05008   
	-.125819  
	.225979
	.216683  
	-.082071
	.515436

	7
	.054289    
	-.13638  
	.244959
	.216089  
	-.081811
	.513988

	8
	.054823   
	-.137006  
	.246652
	.217155  
	-.085225  
	.519534

	9
	.054766  
	-.136561  
	.246093
	.218058
	-.086876
	.522992

	10
	.056024   
	-.13899  
	.251038
	.218054
	-.087023
	.523131


* 95% lower and upper bounds


Generally, the present study shows that barring any country level response, changes in RE consumption are transmitted to sample countries’ economies. The claim that macroeconomic activities respond to RE consumption is further confirmed by the VAR Granger causality test in Table 6, which suggests that RE consumption causes economic growth in sample countries. Table 6 shows there was a bidirectional Granger causality running from RE consumption to income and from income to RE consumption for all countries. There are positive relationships between RE consumption and economic growth. These findings are consistent with the previous studies’ findings for the relationship between RE consumption and income shocks (Apergis and Payne, 2010; 2014; Ohler and Fetters, 2014; Sadorsky, 2009b; Salim and Rafiq, 2012). In contrast, while Akinlo (2008) found no Granger causality in either direction between economic growth and energy consumption for Nigeria, some empirical studies such as Payne (2011), Menegaki (2011), Menyah and Wolde-Rufael (2010) are found unidirectional Granger causality between RE consumption and income. 
The results further demonstrate that economic welfare enhancement translate to more renewable deployment for the sample countries. The level of these impacts in various countries is also different as these countries respond differently to changes in RE consumption.





[bookmark: _Toc283051598]Table6: Granger causality test
	Granger causality wald tests

	Equation
	Excluded
	Chi2
	Prob>Chi2

	UK

	RE consumption
	GDP
	25.396
	0.000

	RE consumption
	Electricity price
	80.805
	0.000

	RE consumption
	All
	112.68
	0.000

	
	
	
	

	GDP
	RE consumption
	109
	0.000

	GDP
	Electricity price
	113.39
	0.000

	GDP
	All
	180.89
	0.000

	
	
	
	

	Electricity price
	RE consumption
	10.759
	0.029

	Electricity price
	GDP
	15.19
	0.004

	Electricity price
	All
	25.758
	0.001

	

	Turkey

	RE consumption
	GDP
	11.435
	0.022

	RE consumption
	Electricity price
	3.8749
	0.423

	RE consumption
	All
	12.801
	0.119

	
	
	
	

	GDP
	RE consumption
	19.495
	0.001

	GDP
	Electricity price
	17.067
	0.002

	GDP
	All
	27.886   
	0.000

	
	
	
	

	Electricity price
	RE consumption
	93.067
	0.000

	Electricity price
	GDP
	34.292  
	0.000

	Electricity price
	All
	109.51
	0.000

	
	
	
	

	Nigeria

	RE consumption
	GDP
	47.803
	0.000

	RE consumption
	Electricity price
	14.694
	0.005

	RE consumption
	All
	49.931  
	0.000

	
	
	
	

	GDP
	RE consumption
	24.957  
	0.000

	GDP
	Electricity price
	20.436
	0.000

	GDP
	All
	39.161
	0.000

	
	
	
	

	Electricity price
	RE consumption
	3.5722
	0.467

	Electricity price
	GDP
	5.0131
	0.286

	Electricity price
	All
	12.546
	0.128



Although there is no Granger causality from RE consumption to electricity price, there is Granger causality running from electricity price to RE consumption for Turkey. This study found the unidirectional relationship between RE consumption and electricity prices. Similarly, there is unidirectional Granger causality relationship between RE consumption and electricity prices for Nigeria. While there is Granger causality for the relationship between RE consumption and electricity prices, there is no Granger causality from electricity price to RE consumption. The result for Nigeria is also consistent with the study of Ebohon (1996), which showed that price shock does not affect economic activity and energy consumption in Nigeria. For United Kingdom, there is bidirectional Granger causality between relationship between RE consumption and electricity prices. Sadorsky (2009a) suggests, in the UK that RE consumption is more responsive to electricity price changes and a drop in electricity prices encourages RE consumption. 
[bookmark: _Toc283410621]4.3. Renewable Energy Forecasts
Forecasts of RE demand over the period 2013-2030 were based on two VAR model scenarios. Scenario 1 assumes a high level of economic growth, while Scenario 2 assumes a low level of economic growth.  Growth estimates are based on the World Bank database of annual GDP growth ratio for countries. These scenarios assume some level of economic growth because many scholars and institutions (such as the IEA, World Bank) anticipate positive growth rates for these countries. 



[bookmark: _Toc283051730]Figure1: RE consumption forecasting for UK

For the RE consumption for UK, Figure 2 indicates an obvious trend of rising renewable consumption. In 2030, RE consumption is forecast at 6.87 billion kilowatt-hours and a high level of economic growth and low-level economic growth are forecast 7.17and 6.72 billion kilowatt-hours, respectively.





[bookmark: _Toc283051731]Figure2: RE consumption forecasting for Turkey

Figure 3 shows the forecasting of RE consumption for Turkey. The forecasting trend graph in Figure 3 is slowly upward sloping for the next coming years. In 2030, RE consumption is forecast at 4.48 billion kilowatt-hours and a high level of economic growth and low level economic growth are forecast 4.68and 4.44 billion kilowatt-hours, respectively. As a fast-growing economy, Turkey’s RE demand is expected to increase strongly over the long run.





[bookmark: _Toc283051732]Figure3: RE consumption forecasting for Nigeria

In Figure 4, total renewable consumption fluctuated over the period. RE consumption is expected to stabilise in future years. In 2030, RE consumption is forecast at 1.77 billion kilowatt-hours and a high level of economic growth and low-level economic growth are forecast 1.76and 1.75billion kilowatt-hours, respectively.
[bookmark: _Toc283051599]Table7: Baseline forecast of RE consumption for three countries
	Years
	
	United Kingdom
	
	Turkey
	
	Nigeria

	2015
	
	4.10
	
	4.00
	
	1.80

	2020
	
	4.90
	
	4.18
	
	1.80

	2025
	
	5.82
	
	4.32
	
	1.79

	2030
	
	6.87
	
	4.48
	
	1.77



Based on the vector autoregressive model of three countries, the estimated RE consumption for the years 2015, 2020, 2025, and 2030 is presented in Table 7. The forecasting shows an apparent growth of consumption of RE in the UK and Turkey, not in Nigeria. In the year 2030, RE consumption is forecast to 6.87, 4.48, and 1.77billion kilowatt-hours in the UK, Turkey, and Nigeria, respectively. 
[bookmark: _Toc283410622]5. Conclusions and Policy Implications
This study investigated the dynamic interaction between RE consumption, income, and electricity price for the three case study countries employing a standard VAR approach. The study is conducted using the data of United Kingdom, Turkey, and Nigeria from 1990 to 2012. In this regard the aim of this paper is to analyse how an increasing share of renewable sources of electricity generation affects income and price and the forecasting in case study countries were essential for the completion of the research. The results from IRF indicate that positive shocks to income increase RE consumption. This means that effective economic policies favouring economic growth and development should also lead to increases in RE consumption. The study’s results also show that economic growths in case countries have a positive relationship with RE consumption. 
The policy implications of this study’s findings are potentially important for case countries since they highlight the importance of increasing the RE consumption within the case study countries’ energy portfolios. Thus, it seems that there is a new market emerging in the energy industry, with the potential to create major changes in the current traditional energy markets, if not in the short run but in the medium or long run. Regarding this, it seems from the review that the gradual growth rates experienced in the RE market in the past are strong indicators about the trends that those markets would also follow in the future with effective policies. One of the important policy implications of these results is that income variables have vigorous influence on the progress of renewable sources. Specifically, case study countries’ energy and economic policies should focus on developing or increasing RE investments for future development purposes. This study has shown that the income effect is positive and it has a policy implication economically and politically for the country. These findings support the advantages of government policies encouraging the use of RE by implementing RE markets, RE portfolio standards not only to enhance the security and environmental concerns but also from a macroeconomic point of view (stable economic growth). 
It is also notable to illustrate the limitations of this study, which includes mainly the period 1990 to 2012. The application of the model with a reduced number of observations, despite its limitations, was in line the study of Silva et al. (2012) and, Soytas and Sari (2009). Furthermore, there are weaknesses in the data on Nigeria as it was very difficult to reach healthy data on Nigeria. I did not have any opportunities to go to Nigeria to collect data due to security reasons and I could not get any response from email data requested from Nigeria Ministry of Energy or other institutions. However, the present paper has strong implications for two counties with its depth of analysis depending on healthy data. The above limitations should be considered in future research.
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[bookmark: _Toc283410625]8. Appendix A
[bookmark: _Toc283051600]Table8A: Unit root test for the series in levels
	

Data 
	
	ADF test
	

Data
	
	PP test

	
	Intercept and no trend
	
	Intercept and trend
	
	Intercept and no trend
	
	Intercept and trend

	
	
lags
	t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 
level*
	
	lags
	
t-stat
	%5 
level*
	
	
lags
	
t-stat
	%5 level*

	ren_uk
	2
	 1.82
	-3.02
	
	3
	-1.38
	-3.67
	ren_uk
	21
	 4.71
	-3.00
	
	6
	-2.56
	-3.63

	ren_t
	3
	-0.74
	-3.02
	
	2
	-3.64
	-3.65
	ren_t
	2
	-1.40
	-3.00
	
	2
	-2.34
	-3.63

	ren_n
	3
	-2.29
	-3.02
	
	3
	-2.77
	-3.67
	ren_n
	2
	-3.22
	-3.00
	
	2
	-3.06
	-3.63

	Gdp_uk
	4
	-0.76
	-3.04
	
	3
	-2.86
	-3.67
	Gdp_uk
	1
	-1.00
	-3.00
	
	0
	-1.46
	-3.63

	Gdp_t
	0
	-0.34
	-3.00
	
	0
	-2.55
	-3.63
	Gdp_t
	0
	-0.34
	-3.00
	
	0
	-2.55
	-3.63

	Gdp_n
	3
	 1.34
	-3.02
	
	4
	-0.90
	-3.69
	Gdp_n
	3
	 1.07
	-3.00
	
	10
	-2.96
	-3.63

	Ep_uk
	1
	 0.32
	-3.01
	
	1
	-1.30
	-3.64
	Ep_uk
	2
	 0.44
	-3.00
	
	2
	-0.71
	-3.63

	Ep_t
	0
	 0.75
	-3.00
	
	0
	-2.39
	-3.63
	Ep_t
	2
	 0.88
	-3.00
	
	4
	-2.42
	-3.63

	Ep_n
	4
	-2.91
	-3.04
	
	1
	-4.97
	-3.64
	Ep_n
	1
	-3.59
	-3.00
	
	1
	-1.62
	-3.63


* indicates the level of significance at 5% and Lag length selected using Akaike’s information criterion which is given in the first column. 

[bookmark: _Toc283051601]Table9A: Unit root test for the series in first differences (1st difference of the values)
	

Data 
	
	ADF test
	

Data
	
	PP test

	
	Intercept and no trend
	
	Intercept and trend
	
	Intercept and no trend
	
	Intercept and trend

	
	
lags
	
t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 level*

	ren_uk
	1
	-3.94
	-3.02
	
	1
	-4.81
	-3.65
	ren_uk
	10
	-6.62
	-3.01
	
	20
	-14.94
	-3.64

	ren_t
	2
	-3.62
	-3.02
	
	2
	-3.49
	-3.67
	ren_t
	1
	-4.83
	-3.01
	
	1
	-4.71
	-3.64

	ren_n
	3
	-2.19
	-3.04
	
	0
	-6.25
	-3.64
	ren_n
	0
	-6.48
	-3.01
	
	0
	-6.25
	-3.64

	Gdp_uk
	3
	-2.60
	-3.04
	
	3
	-2.55
	-3.69
	Gdp_uk
	5
	-3.18
	-3.01
	
	6
	-3.08
	-3.63

	Gdp_t
	0
	-5.31
	-3.01
	
	0
	-5.23
	-3.64
	Gdp_t
	0
	-5.31
	-3.01
	
	0
	-5.23
	-3.64

	Gdp_n
	0
	-5.00
	-3.01
	
	3
	-4.96
	-3.69
	Gdp_n
	3
	-5.15
	-3.01
	
	14
	-9.74
	-3.64

	Ep_uk
	0
	-2.28
	-3.01
	
	3
	-2.60
	-3.64
	Ep_uk
	1
	-2.26
	-3.01
	
	1
	-2.84
	-3.64

	Ep_t
	0
	-4.49
	-3.01
	
	0
	-4.76
	-3.64
	Ep_t
	1
	-4.49
	-3.01
	
	3
	-4.80
	-3.64

	Ep_n
	0
	-1.64
	-3.01
	
	1
	-2.45
	-3.65
	Ep_n
	1
	-1.80
	-3.01
	
	2
	-3.00
	-3.64


* indicates the level of significance at 5% and Lag length selected using Akaike’s information criterion which is given in the first column. 


[bookmark: _Toc283051602]Table10A: Unit root test for the series in second differences (2st difference of the values)
	

Data 
	
	ADF test
	

Data
	
	PP test

	
	Intercept and no trend
	
	Intercept and trend
	
	Intercept and no trend
	
	Intercept and trend

	
	
lags
	
t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 
level*
	
	
lags
	
t-stat
	%5 level*
	
	
lags
	
t-stat
	%5 level*

	ren_uk
	2
	-5.06
	 -3.85
	
	2
	-4.94
	  -3.69
	ren_uk
	8
	-14.95
	  -3.02
	
	8
	-14.82
	   -3.65

	ren_t
	0
	-8.83
	 -3.02
	
	4
	-3.47
	  -3.73
	ren_t
	3
	-10.35
	  -3.02
	
	3
	-10.24
	   -3.65

	ren_n
	1
	-6.90
	 -3.02
	
	1
	-6.73
	  -3.67
	ren_n
	19
	-22.69
	  -3.02
	
	19
	-26.01
	   -3.65

	Gdp_uk
	1
	-6.09
	 -3.02
	
	1
	-6.01
	  -3.67
	Gdp_uk
	14
	-9.02
	  -3.02
	
	14
	 -9.08
	   -3.65

	Gdp_t
	0
	-8.53
	 -3.02
	
	0
	-8.30
	  -3.65
	Gdp_t
	9
	-16.80
	  -3.02
	
	10
	 -17.68
	   -3.65

	Gdp_n
	4
	-4.25
	 -3.06
	
	3
	-4.49
	  -3.71
	Gdp_n
	17
	-19.87
	  -3.02
	
	15
	 -23.37
	   -3.65

	Ep_uk
	0
	-5.59
	 -3.02
	
	0
	-5.53
	  -3.65
	Ep_uk
	1
	-5.63
	  -3.02
	
	0
	 -5.53
	   -3.65

	Ep_t
	2
	-4.50
	 -3.04
	
	2
	-4.86
	  -3.69
	Ep_t
	11
	-14.40
	  -3.02
	
	9
	 -15.99
	   -3.65

	Ep_n
	0
	-4.46
	 -3.02
	
	0
	-4.20
	  -3.65
	Ep_n
	3
	-4.66
	  -3.02
	
	5
	 -5.01
	   -3.65


* indicates the level of significance at 5%
Lag length selected using Akaike’s information criterion, which is given in the first column. 

[bookmark: _Toc283051733]Figure4A: Impulse response functions for UK				

Figure 4A reports impulse response function for UK and it can be seen that the accumulated effect of a shock across time. The period from 3 to 10 the impulse response of RE consumption to a shock to income and price is zero and insignificant, because zero is included in the confidence interval. According to the figure 4, that represents the impulse response of income to a shock to RE consumption that in the period from 1 to 3 the response of income to RE shocks is negative and significant, because the confidence interval does not include zero. The impulse response of price to a shock to RE consumption is positive and significant for the period from 1 to 3 and then it is constant and insignificant.  

[bookmark: _Toc283051734]Figure5A: Impulse response functions for Turkey


Figure 5A more clearly shows the feedback relationship between income, price and RE consumption for Turkey. The response of RE consumption to a shock to income and price are positive and statistically significant for 3 years because the confidence interval does not include zero. The response of income to a shock to RE consumption is statistically significant for 1 and 2 years, and then it is zero. The response of price to a shock to RE consumption is positive and statistically significant for 3 years 5 years. 


[bookmark: _Toc283051735]Figure6A: Impulse response functions for Nigeria

Figure 6A reports the effect of shock across in Nigeria. The response of RE consumption to a shock to income is positive for 3 and 4 years and significant at 5% level, as zero is not included in the confidence interval. The response of RE consumption to a shock to price are zero and statistically insignificant at 5% level, as the confidence interval contains the value of zero. The response of income to a shock to RE consumption is statistically significant. The response of price to a shock to RE consumption is negative and statistically significant for the period 3 years, and then it is zero. 
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Abstract
Investments in renewable energy sources are regarded with increasing interest and are considered as an effective means toward energy independence and to stimulate economic growth. Renewable energy policies, therefore, are implemented to promote renewable energy sources. To shed light on this association, this paper discusses the relationship between renewable energy investment, renewable energy policies and other factors that are identified as relevant to the investment decision. This paper develops a conceptual framework to understand the structural factors affecting the investors’ decisions based on existing literature and interview analysis. The conceptual model is extended based on findings of a qualitative study on the linkage between renewable energy policies and investment in the United Kingdom and Turkey. This paper provides significant insights regarding the development of successful RE strategies with a particular focus on the RE investment in both countries. The results suggest that RE policies and other relevant factors reduce the risks for investors and result in larger deployment mechanisms.
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[bookmark: _Toc283410627]1. Introduction
Governments face a number of energy security challenges due to depletion of fossil fuel sources, climate change, and pollution. Renewable energy (RE) development is a fundamental issue to address these challenges because it can help meet future energy demand while minimizing the risks of traditional energy supplies (Wüstenhagen and Menichetti, 2012). Many governments have implemented ambitious RE policy goals with differing strategies (e.g., quotas, feed-in tariffs). However, large investments for electricity from RE sources are required to meet targets in countries renewables directives (Bergek et al., 2013). Because the RE sector requires significant infrastructure, successful RE development requires investment from both public and private sectors. Effective policies for RE investment are therefore needed to support the deployment of renewable sources (Bergman et al., 2006; Reuter et al., 2012; Wüstenhagen and Menichetti, 2012). In other words, while there are current polices supporting RE, it seems that additional or more effective policies are needed as well as more financial engagement from private sources. 
RE investment is supported by various policy frameworks that have taken divergent pathways based on a country’s differences in economic factors, geographical locations, and experiences with previous RE investment strategies. RE policies have not only produced opportunities, but also exposed risks for RE investors (Barradale, 2010; Lipp, 2007), who are often uncertain of the investment implications of a given policy. To examine these divergent pathways, an analysis based on a conceptual framework developed from existing literature and interview data from the United Kingdom (UK) and Turkey will be conducted. This comparative study approach will assess how distinctive circumstances, represented in variables such as e.g., different political and geographical contexts, influence RE policy decision-making for investors. More specifically, this analysis will focus on government’ policies with high rates of capacity for RE investment and emphasise the impact of policies for RE investment and identify obstacles (e.g. cost, lack of knowledge, bureaucratic issues) and opportunities (e.g. security of energy, use of new technology) associated with the growth of RE investment deployment.
The United Kingdom and Turkey were selected based on the type of policy framework each country has implemented (see Table 2A). The two countries are at different industrialised levels, are in different regions of the world and show different contextual factors such as industrial institutions, RE energy consumption trends, as well as environmental and social standards. They also differ in other significant ways, particularly their energy policy history, political, and institutional arrangements. This research will shed light on how RE investments in those countries are affected by RE policies as well as other relevant factors, and what policymakers can learn from insights about investor decision-making for more effective policies. Several countries differ in RE policy regimes, in this manner, contrasting the UK (that uses quotas) and Turkey (that uses FITs). 
An emerging body of literature has investigated how policies should be designed to mobilize investments in the RE sector (Menichetti, 2010). Yet, despite of massive effort, understanding of RE investment and the variables associated with RE policies remains limited. While several studies have provided measure for policy effectiveness (Masini and Menichetti, 2012; Musango and Brent, 2011; Wüstenhagen and Menichetti, 2012) they are often criticised for only providing limited insights into the investors’ perspectives. The lack of emphasis on the investors’ viewpoint is a significant drawback in present research, as recognised in economics literature (Lipp, 2007; Masini and Menichetti, 2012; Musango and Brent, 2011; Wüstenhagen and Menichetti, 2012). Furthermore, public policy is seen to play a crucial role in achieving set goals for investments in RE (e.g. Margolis and Kammen, 1999). In order to work, public policy needs to satisfy its key stakeholders (Bryson, 2004). Following the logic of stakeholder identification proposed by Mitchell et al. (1997) and applying it to the context of this paper, potential investors are identified as relevant stakeholders. Investors are seen to make a critical difference for public policy on RE investment targets. However, there is a lack of a comprehensive theoretical framework on the linkage between renewable policies and RE investment that systematically includes the view of the investors in order to ensure their support to consequently “create and sustain winning coalition” (Crosby and Bryson, 2005). This paper intends to discuss this gap by also including view from investors on their RE investments and the role of RE policies. To fill in this gap, I develop the framework based on the literature including insights from the interviews, particularly the investor perspectives using primary data collected from the expert renewable companies in the two countries. That is, this paper builds upon current knowledge of RE investment and develops a new conceptual framework to guide analyses of renewable policies and to provide an economical perspective of how renewable policies and other factors impact investment. It focuses on a static view on potential variables that influence RE investment. Past and current trends in the field of RE investment are investigated by using the literature on RE investment linkage with policies, which identifies patterns and similarities and the qualitative analysis with policy makers focusing on policies for RE investment.
The paper might have implications for academia and make a contribution by developing a framework, adding a previously ignored perspective, and additional relevant variables to a framework on RE investment. It thus contributes filling the gap identified above. This framework could be empirically tested in future research and a model on RE investment could emerge. The present study then also has practical implications. It could be seen to make a contribution to shaping public policy by e.g. providing policy makers with insights from relevant stakeholder and enable them to look at views from other policy makers from other country context, which might also be applied to their country context. 
The remainder of this paper is organised as follows: Section 2 will discuss a brief overview of the literature on RE investment and a review of related studies used to understand RE investment. In section 3, the empirical study is presented. Following a presentation of method and research design, the findings for the UK and Turkey are provided. The findings of the literature analysis and empirical studies will be amalgamated towards a new conceptual framework is developed in chapter 4.This chapter will describe a conceptual model including factors suggested by existing literature and resulting from the empirical analysis as the framework later provided in Figure 2. Section 5 will provide the conclusions and discuss further research areas as well as the limitations of the paper. 
[bookmark: _Toc283410628]2. Theoretical Background and Literature Review
[bookmark: _Toc283410629]2.1. Current Status of RE Investment
Over the last decade, RE investment has gradually increased in both developed and developing countries with policies that have consistently delivered new RE supply more effectively, and at lower cost for the rapid development of RE sources. Worldwide, RE investment had been increasing steadily until 2011, but has recently declined since then (see Figure 1 for details), as a the main barriers to investment in renewable technologies are seen in the lack of capital and the lack of appropriate policy to stimulate investment (Usher, 2008), to further increase investment in renewables worldwide, improved policy frameworks for RE are required. Policy makers should, therefore, shift their attention to incentives that encourage investment in the targeted sector. 
[bookmark: _Toc283052604]Figure1: Worldwide RE investment from 2005 to 2013 ($ billions)
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Source: Bloomberg New Energy Finance, (2014). 
Investment growth prior to 2011 is likely to be the result of effective RE policies and technology improvements, which has made RE cheaper to deploy and therefore a more attractive investment (Loock, 2012). In addition, RE policies have successfully created new market opportunities as technology development has led to increased reliability and decreasing costs of exploiting RE sources (Wüstenhagen and Menichetti, 2012). The reduced volume of RE investment after 2011 may reflect the addition of renewable policies that fail to fully account for investment incentives. RE policy changes by governments and states create more investment uncertainty that discourages further investment (Barradale, 2010). 
A lack of attention to RE policy details that may negatively affect incentives to invest may be a worldwide phenomenon as major players in the RE sector like Europe has reduced RE investment since 2011 (Bloomberg New Energy Finance, 2014). In the UK, the largest European market, RE investment declined modestly from $14.3 billion in 2012 to $13.1 billion in 2013 (Bloomberg New Energy Finance, 2014) jeopardizing their stated goal of getting 15% of electricity from renewable sources by 2020 (Masden et al., 2009). Small and medium sized players in the RE sector face significant challenges in strengthening their RE investment and development. Turkey is highly dependent on imported energy sources (70%) so energy security issues have made RE a driving concern. The total investment required to meet the energy demand in Turkey by 2023 is estimated at nearly $120 billion (Kolcuoglu, 2010). For this target, Turkey is reforming its legal framework regarding European Union (EU) renewable policies (Kolcuoglu, 2010; Sirin and Ege, 2012). 
[bookmark: _Toc283410630]2.2. RE Investments
Previous research has drawn on many perspectives in examining RE investment. Some studies (e.g. Bergek et al., 2013; Edenhofer et al., 2013) argue renewable investments are best viewed from economic perspectives. In the energy economics literature, RE investors are identified as a homogeneous set of players who are utility type actors investing with respect to profit maximization (Bergek et al., 2013; Kangas et al., 2011) and RE investors typically make investment decisions based on comparisons between different electricity generation systems (Bergek et al., 2013; Gross et al., 2010; Koo et al., 2011). In contrast, some other studies define RE investors as a heterogeneous group of players that are small and medium sized private investors, unaffiliated power producers, and cooperatives (Agterbosch et al., 2004). Investment in RE sources are generally more attractive than fossil based sources because of the risks related to fossil fuels, such as fossil price volatility, import availability, and the price of domestic economic exposure. RE sources are essentially domestic supplies of energy that are not subject to import availability and pricing based on world markets. However, uncertainties in policies, prices, and regulations for RE sources can create levels of investment uncertainty and risk to the point when renewable investments are less attractive than uncertain fossil based sources (Finon and Perez, 2007; Popp et al., 2011). 
Other studies focus on rational, behavioural, and portfolio aspects. For instance, Loock (2012) reports on the results of explorative research approach with a set of RE investors. He examines the relative importance of traditional financial metrics (e.g. price and earnings ratio) and qualitative factors in clarifying decisions to invest in RE firms. Pinkse and van den Buuse (2012) investigate the different strategies and behaviours for the solar industry. They suggested that policy makers create incentives in line with the RE source being developed. For instance, incentives for wind may require a 10 cent/kwh FIT, whereas incentives for solar may require a 20 cent/kwh FIT. In addition, both solar and wind development may require targeted tax breaks. Masini and Menichetti (2012) investigated the decision-making process underlying investments in RE sources. They used a conceptual model and empirical analysis to examine behavioural factors affecting RE investment decisions and the relationship between RE investments and portfolio performance. They point out that more policies should be selected to encourage the investment of renewable sources because decisions to invest are heavily influenced by policy instruments, particularly those relevant to investment decisions. The results also showed that some investors take radically different investment approaches. One type of investor prefers short-term incentives and is more motivated to invest based on short-term policy incentives with more immediate profit potential. Other investors have a more long-term view. They prefer policy incentives that produce a more modest return on investment over a longer period of time, as long as the policy guarantees the required long-term support (Masini and Menichetti, 2012).
Fuss et al. (2012) and Bhattacharya and Kojima (2012) apply the portfolio analysis for RE investment. Fuss et al. (2012) analysed the influence of technological uncertainty (e.g. accessibility of renewable technology), policy uncertainty (e.g. stability of energy prices and liability of specific target), socio-economic uncertainty (e.g. enlargement of different macroeconomic factors), and market uncertainty (e.g. price volatility) on RE investment decision by using portfolio selection approaches. Their results indicate that uncertainty appears to have less impact on the overall portfolio than the possibility of stringent targets. Bhattacharya and Kojima (2012) show the importance of expressing the financial risk and the decision making process in RE investment by using the portfolio optimization model. Results of the modelling showed that the risk can be alleviated by including RE in the portfolio and to show the importance of two main policy decisions in the area of RE sector investment. First, it highlights that utilising portfolio risk reduction from an electricity investor’s perspective would be favourable and second, it indicates that using all obtainable RE sources to form a diverse supply portfolio would reduce the investment portfolio risk.
In another empirical approach to assess RE investment, Sadorsky (2012) used a beta model to investigate the determinants of RE company risk in a sample of 52 RE companies. The results show that risk for RE firms is definitely high, and there are two important determinants, which are sales growth and price changes. In contrary, Donovan and Nuñez (2012) analysed the risk faced by RE investors in the large emerging markets of Brazil, China, and India with 60 companies employing the conceptual framework. This framework explains either graphically in narrative form or the main things to be studied like key factors, concept, and variables. Their results suggest that RE investments in these countries have average or below risk to investors because of Clean Development Mechanism (CDM) which is one of the flexibility mechanisms defined in the Kyoto Protocol that aims to reduce greenhouse gas emissions in developing countries and at the same time to assist these countries in sustainable development (Rogger et al., 2011). This mechanism allows the countries that have accepted emissions reduction targets to develop CDM projects would create new credits in countries and would transfer of those credits to countries with commitments. 
Aspects of RE investment risk in developing or emerging economies are represented by examining the role of the CDM for RE investment (Hultman et al., 2012; Komendantova et al., 2012; Wong, 2012; Zavodov, 2012). Zavodov (2012) suggests that CDM plays a secondary role in long-term RE investment plan, if fiscal regulation is available as an alternative policy tool. Hultman et al. (2012) investigated CDM markets employing a comparative case study approach for Brazil and India. Their results suggest that there was no standard practice, that is, assessing potential financial benefits were diverse and frequently did not adhere to textbook corporate finance approaches commonly deployed in international business circles, which explain the financial benefits of CDM investments. Although CDM played a central role in most policy makers’ decisions to pursue RE investment, Wong (2012) explored the effectiveness of the World Bank’s investment strategies in RE projects in two developing countries, Bangladesh and India. Wong (2012) looked at three key obstacles for solar lighting projects: lack of financial support, weak governance, and inactive non-governmental/voluntary organization and customer participation. His study suggested that a deep understanding of context is a prior condition for effective RE investment strategies and technological efficiency in developing countries. Komendantova et al. (2012) examined risks as barriers to RE investment, in the particular context of RE development for the North African area. They found that there are three types of risks for RE investors: regulatory risk (e.g. corruption and complex bureaucratic procedures), political risk (e.g. general political instability), and force risks (e.g. terrorism). Their results suggest that while technical, construction, operation, financial, and environmental risks were seen as relatively less important; regulatory, political, and force risks are crucial barriers to invest RE sources. However, all RE investors are not the same (e.g. investors are “heterogeneous) and similar investment opportunities might be valued differently. A summary of factors affecting renewable investment is shown in below Table 1. 
[bookmark: _Toc291885996]Table1: Summary of factors affecting RE investment
	Categories
	Factors

	Endogenous Factors (RE Investment Characteristics)

	Economic characteristics
	Income

	Non-economic characteristics
	Lack of information and knowledge

	Exogenous Factors (External Conditions)

	RE policies
	Subsidies, price and quantity based policies

	Physical atmosphere
	Geographic location, grid line

	Energy supply factors 
	Affordability and reliability of energy supplies

	Technology
	Lack of R&D activities and cost


Source: Kowsari and Zerriffi, (2011).
Table 1 shows that in the existing literature there are a number of factors that affect RE investment and they are thoroughly interrelated with each other. Within the endogenous factors, income is major driver of RE investment and there are strong correlations between an increase in income and RE investment (Kowsari and Zerriffi, 2011; Peng et al., 2010). Furthermore, within the exogenous factors, the external conditions that influence RE investment are policies, technology, physical atmosphere, and energy supply factors. Government policies are major determinants of investors’ decisions that directly affect RE investment (Victor, 2009). Affordability and reliability of the energy supply are identified as further key factors affecting the RE investment. Besides the above endogenous/exogenous factors, there also other factors affect on renewable investment including role of uncertainty, risk, stability, and investor experience/attitudes. 
That is, it is important to understand how different factors affect RE investment decisions not only policies, but also technology, economic factors, and knowledge of the RE operations. 
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[bookmark: _Toc283410631]2.3. Linking RE Investment and Policies
The RE policy literature has rarely incorporated the investors' viewpoint. The policy literature has usually focused on the economics of energy technologies and market efficiency. The economic evaluation for investment choices does not entirely explain how investors arrange capital or how they choose the competing RE technologies. The literature suggests that RE investors use social and psychological perspectives in the analysis of investment choices (Masini and Menichetti, 2013). 
Furthermore, the installed RE capacity instead of RE investment has been used as a dependent variable to look at the effectiveness of RE policies. For example, a large number of country/state level case studies have been carried out across different geographies, RE policy instruments, and RE sources (Aguirre and Ibikunle, 2014; Breukers and Wolsink, 2007; Carley, 2009; Lipp, 2007; Song, 2011; Zhao et al., 2013). Much of this literature suggests that renewable policy instruments are effective drivers to invest RE sources. On the other hand, diversity in RE policy outcomes is strongly affected by variations in the level of risk those different policies involve for renewable investors (Wüstenhagen and Menichetti, 2012).  

RE policy instruments that effectively reduce the risk for investors are more likely to encourage investment in large-scale deployment of RE (Luthi and Wüstenhagen, 2011; Masini and Menichetti, 2012). The importance of policy instruments is significant for developing renewable sectors. For example, Miranda (2010) argues that RE policies are essential as projects require access to credit and policies help to gain access. Policies should be flexible enough to adapt to new technologies and changing markets. 
RE policies can help to lower investment risks, to create greater investment security, and to increase the number of investors willing to invest in RE projects. Carley (2009), Kaldellis et al. (2012), Masini and Menichetti (2013), Norberg-Bohm (2000), Yin and Powers (2010) argue that investments in RE sources could be encouraged only within dedicated policies which are direct subsidies, energy taxes, and feed in tariffs. Most RE instruments stimulate renewable investment but they have shown mixed results, because renewable instruments have been unfeasible to leverage all the drivers of the investment decision procedure. 
Additionally, RE investors receive a variety of governmental support in financial, institutional, and educational aid. Governments provide financial support by grants, subsidies, tax incentives, feed in tariffs, quota, and tender systems (Peidong et al., 2009; Fouquet and Johansson, 2008; Alvarez et al., 2009). These policy instruments are typically targeted at promoting RE investment (White et al., 2013). Other important papers were written by Taylor and Van Doren (2002), Zhao (2012), Gallagher (2013) and Yi et al. (2013) and they attempt to describe the role played by the government in RE investment. With respect to RE policies, arguments are made for policy reliability. However, the recent slowdown in RE investment suggests it is time to pay more attention to how governments can support changes that will increase RE investment. 
Furthermore, the potential role of the government in the RE economy is to provide social welfare including energy security, energy supply, energy affordability, sustainability, creating job opportunities, adapting, and mitigating climate change (White et al. 2013). A more common role for governments in the RE investment is in the development of policies that affect the companies and firms. Governments assume the role of shaping the economy according to their strategy for development. A challenge for governments is the being of diverse goals for the different levels of government. Local governances interest is in the local control of the RE supply and in creating more local jobs for renewable projects. That is, goals for each different RE projects require different policy instruments (Tinbergen, 1952). 
To sum up the literature, financial risk takers, generally seem to evaluate investment potential in much the same way, but the RE investor has additional considerations to factor in, like understanding complex RE policies, bureaucratic uncertainty, among others. Thus, RE investment is affected not only policies but also from additional factors such as technology, lack of access to financing, flaws in market structure, inappropriate regulation, investor experience/attitudes, and lack of information and knowledge (Bhattacharyya, 2011). The following section will continue introducing the empirical study and analysing interview data from both countries. 
[bookmark: _Toc283410632]3. Interview Analysis
[bookmark: _Toc283410633]3.1. Method and Sample
The adoption of qualitative methodologies in this study pursues some fundamental concerns such as reliability, validity, generalizability, and objectivity. Since quantitative criteria such as objectivity and validity are not explicitly applicable to qualitative inquiries (Denzin and Lincoln, 2011), some other principles such as credibility, dependability, transferability, and conformability need to be established to evaluate ‘trustworthiness’ of the qualitative research (Guba and Lincoln, 1994). To address these concerns, this study follows formalised procedures as suggested by Creswell (2013) and takes advice on sampling issues from Mason (2010). 
I started the analytical process by conducting a pilot study with leaders in the private RE sector using an abbreviated version of the full interview protocol. This was to determine whether the importance of government’s role for investors was appropriate and understandable as stated by policy makers. Pilot interviews with four people from private RE companies (two from the UK and two from Turkey) were conducted to help validate the full protocol. These interviews took place between March 2014 and May 2014. I attempted to identify whether the primary premise of the interviews was feasible and whether there were any particular issues or identified challenges to subsequently focus on in more depth. An evaluation of these initial interviews strengthened the questions used for the main study. For instance, I found out that a number of questions were not clear to the interviewees and were therefore revised and clarified. Furthermore, some additional interview questions evolved in the light of the findings from the pilot study.
As a first step for the main data collection process, a database of potential interviewees was developed. To guide selection of policy makers and RE company leaders, a systematic approach was applied. I contacted 40people from LinkedIn with a particular focus on Turkey, the United Kingdom Energy Research Centre (UKERC), and RE companies in both countries. The recruitment process (and the subsequent interviews for the present research) complies with the ethical policy and procedures of the University of Stirling. In addition to the four pilot interviews, the search yielded 13 volunteers agreeing to be interviewed. They consisted of private investors and policy makers in both countries. Five were from the UK and eight from Turkey. Sample sizes for qualitative research are usually much smaller than quantitative studies. Mason (2010) and Ritchie et al. (2003) provide reasons for this. First, qualitative research does not necessarily lead to more information with more data because one occurrence of a piece of data is necessary to ensure that it becomes part of the analysis framework. Second, qualitative research is very labour intensive and analysing a large sample can be time consuming and is often impractical. Finally, large data might become repetitive and superfluous because the collection of data does not shed any further light on the issue under investigation (Mason, 2010 and Ritchie et al. 2003). Hence, the 13 interviews seem to be enough for what I did set out to find, in other words, these interviews are of good quality and long enough to find what I was looking for. Table 4A classifies some of the general characteristics of 13 interviewees\, i.e. countries, institutions, company names, and their position in the intuitions (detailed in Appendix Table 4A).
Country specific data was collected using primary data from face-to-face interviews that took place in June 2014 (in the UK) and October 2014 (in Turkey). Interview questions were divided into four sections (detailed in Appendix Table 3A) and each interview lasted for approximately an hour. Interviews were recorded and transcribed from nine participants. Because of confidentially concerns four participants wouldn’t allow audio recording, but allowed me to take notes. Notes and transcriptions were converted for each participant within 24 hours of the interview. 
I conducted a content analysis of the interviews with manual coding (the number of interviews was at a size which still allowed a manual coding, non-computer-aided analysis) and discovered a set of themes, which were perceived to affect RE investments. The themes emerging in the interviews were compared with drivers of RE investments found in the literature and were used to aid the development of the theoretical framework presented later in this paper (see Figure 2). The analysis of the interview data revealed the following general themes: policies, technology, government support, investor experience, RE targets, and quality of RE institutions. Furthermore, the choice of policy makers and leaders of RE companies for investigation was validated in the content because they were key players with a desire to establish new RE markets and were determined to make an impact on renewable investment.
Motivation for supporting RE investment, according to the interviewees, results from policies, fostering technology, government support, investor experience, RE targets, quality of RE institutions, energy security, protecting the environment, and economic improvement. Between the two countries, Turkey is more dependent on imported energy sources although it has largely self-sufficient RE potential for electricity generation. Both countries are motivated to reduce their dependence on fossil based sources due to energy security and desire to be an energy independent country. For energy security, Turkey is located in a region that has chronic political instability affecting the price, supply, and safety of fossil resources. A British participant suggests that the UK recently imported 40% of its natural gas for only the electricity sector and 40% of electricity supply is generated from natural gas. While the RE sector in the UK has seen substantial growth since 1990 (Lipp, 2007) with most activity in the wind, biomass, and solar in south UK, the renewable sector in Turkey has also increased RE with wind, solar, and geothermal after the year 2000 (Kolcuoglu, 2010). Although there is a global decrease since 2011 (see Figure 1), this trend has not been seen in both countries of interest. 
Both countries that can foster technology and commercial development in this sector are expected to find increasing markets to serve due to job creation and enhanced competitiveness. Although interviewees from both countries mention technology in the context of RE policy, different emphasis has clearly been given to achieve this objective as detailed below. 
[bookmark: _Toc283410634]3.2. Findings for the United Kingdom
The UK has previously relied on quota (Renewable Obligation Certificate-ROC) for renewables, and is adding FIT in 2014, which is the cheapest way to encourage RE investment, largely because the policy instruments were well designed (e.g. reduced uncertainty, very clear) (Coutere and Gagnon, 2010). That is, FIT delivered on its promises in terms of benefits. The quota started at 3% electricity from renewable sources in 2002/2003, and this ratio has increased almost 1% each year, with a RE electricity target set to 2020 at 15% (Lipp, 2007). The UK has not been as successful as other European countries in promoting renewable deployment because of their poor choice of polices. In other word, the RE policy instrument seems to be very pure itself but uncertainty is generated when changing the policy. For instance, one interviewee specified that “the UK has an effective RE policy to meet its short and long term targets but the current government has done much to undermine effective policy. It has made cuts, some of which were justified, to the FIT, but most of which were not well communicated and which risked undermining the sector. It has made significant changes to the RO and particularly it is replacing it with an unnecessarily complex mechanism when it could have gone for a relatively simple alternative and again it is creating uncertainty.” Therefore, the UK government is creating uncertainty and risk in this sector. This is in line with the work of Lipp (2007), who found that FIT is more effective to promote renewable investment than quota. 
For some technologies in the UK, participants recommend that the government support is enough, but some technologies, such as wave and PV (Photovoltaic), need financial support. Furthermore, a British participant suggested that “regulation to try to remove barriers to investment or to engender a return can also have an impact. The government does need to encourage investment in particular directions since some outcomes will better serve the needs of the public and the market is not effective at delivering these.” Pioneering companies are active because RE is now a multi-billion dollar industry, but it does not follow that all the investment comes from big companies. There are a number of small and medium sized companies involved in developing, constructing, and operating RE technology in the UK. However, some private RE company owners suggest that long payback might be a barrier to renewable investment. The uptake rate of renewable technology is still relatively modest, partly due to initial installation costs. Investments for RE development are currently ongoing in the UK, and it is expected that RE sources will be affordable. Even so, without incentives from the government, the uptake rate of renewable energy technologies will be low. Only few individuals invest for energy generation purposes because of the relatively high initial installation costs. 
Furthermore, large scale energy companies such as EDF, Shell, and EON have a tendency to invest in renewable energy sources because they are under pressure to develop low carbon energy sources due to factors including competition, volatility of fuel price, regulation and legislation, cost and waste savings, and so on. However, such pressure does not exist within smaller local companies as compared to larger national or often multinational companies. To encourage local companies, policy instruments shouldn’t be so complex that local companies are forced to hire consultants to understand them. Because the overall benefit of investing in RE is in the long term, efforts (e.g., quota and FIT) should also include short-term returns on investment for small and medium sized companies.
The UK's target is to have 20% of its energy needs generated from RE sources, with 15% of electrical generation from RE. In some participants’ opinion, these target goals will be difficult to achieve. One interviewee emphasised that “I am not convinced that the UK will achieve the 20% figure, the current government certainly lack the will for it, since it will require onshore wind, biomass and offshore wind, with onshore being the cheapest but facing increasing social barriers, such as the recent government commitment to stop building onshore wind.” Another participant from the UK suggested that “the UK is not among the top five countries (US, Germany, Spain, China, and Brazil) leading the world in renewable energy supplies at the moment. To realise the 15% targets, considerable effort is required on the part of government both in terms of policy development and uptake rates.” However, these targets are possible and realistic with more renewable projects and incentives. If the government desires to encourage the use of renewables, according to economic theory perspective, the best alternative would be to impose a tax on fossil fuels yet politicians prefer to subsidise RE sources (Gerlagh and Van der Zwaan, 2006). In general, the participants’ idea about future of the UK renewable is positive: “It will keep growing “meaning RE investments will be made.
[bookmark: _Toc283410635]3.3. Findings for Turkey
Turkey uses FITs, the most effective incentive for the investors as they make financial commitments more predictable and encourage RE investment. The FITs rates were considered generous, according to participants and included 73 USD/MWh for wind, 133USD/MWh for solar, and 105 USD/MWh for geothermal energy (EIE, 2014). The Turkish participants however also suggest that the time of FIT (10 years in Turkey) is not sufficient to encourage investors. According to recent technology and market conditions, this time should be increased to 15 years. This finding indicates that the government should increase the incentives in the Turkish RE sector; otherwise, renewable plants cannot compete against fossil plants which are also encouraged by the government recently by giving Build-Operate Transfer (BOT) rights. When I asked the interviewees that what else government should do for companies, they suggested that “there should be discounts or exemptions from social security for a certain period. The government should set out individual and illumination incentives and planning of existing construction and public improvements should change.” 
Indirectly, the uncertainties with respect to future policies have played a major role in relinquishment of larger RE investment in Turkey. At the same time, a main problem for the industry is seen in bureaucratic drawbacks; for example, one interviewee remarked that “RE companies have to get permission from 13 government institution for licenced projects and entrepreneurs have to wait approximately 3-4 years for licenced wind projects and they have to wait at least 9 months for unlicensed 1 MW projects.” This is relatively long, compared to 2 years, to acquire licenses in other countries. 
Adopters of new RE technology generally appreciated the renewable policies, for instance, unfortunately, in Turkey, there is a very onerous regulatory process and investors thought that “the government would like to fix it.” And also, a policy maker indicated that “a total of 9.000 MW solar project applications were received for 600 MW licenced projects.” The findings suggest that the private sector still continues to invest in RE because they believe that sustainable energy, security of supply, and environmental concerns are only solved by renewable sources. 
In regards to future RE prospects, uncertainty continues to remain an occurring theme in Turkey. Predictions and energy strategies that are prepared by the government can be considered meaningful, but recent market conditions are not efficient for the improvement of the RE market because of the lack of transparency and knowledge. Resulting from this lack of transparency in cross border capacities and statistical information, some of Turkish investors felt they cannot predict anything about the RE market situation 10-20 years in the future.
The Turkish 2023 target is to generate 30% electricity from renewables, and there are various comments on this target. For example, a participant stated that “solar plant cost has dramatically decreased up to 70% in last ten years.” This interviewee also finished up supporting his idea by giving the example of one could not even imagine investing on solar plant back in ten years ago but today, so why not achieving the targets of 2023.According to most of participants, Turkey will reach this target with the increase of solar and wind energy potential but participants also mentioned that the government should work on current bureaucratic drawbacks such as long period licencing processes. However, for some other Turkish participants in this study this target remains unrealistic due to the growth of electricity demand, the long licencing periods, population growth, as well as a lack of feasible development plans and especially due to a dysfunctional bureaucratic structure. This is in line with the studies of Kolcuoglu (2010), and Sirin and Ege (2012) and their results for the analysis of Turkey’ renewable investment. There are major flaws, which are a lack of political commitment, low incentives, and no new RE technology.
Furthermore, experience appears to play a very important role to increase RE investment for Turkey. One participant specified that “a Chinese renewable company came to Turkey to invest in this sector and they prepared all investment plans and they waited almost two years to be granted with the licence of RE investment. Then, they got fed up with the bureaucratic procedures in Turkey and they headed back to China. “It can be argued that this type of experience negatively affects investors’ desire to commit to of renewable investment.
Viewed at a glance, the Turkish participants share some positive views but also suggest that there are significant barriers to RE investment in Turkey that need to be overcome. The success of renewable policies that carried the country forward to its present position should be further pursued. Furthermore, the most interesting point is long-term bureaucratic renewable process for Turkish investors. The Turkish government, therefore, needs to reform its permitting and regulatory process if it is to reasonably expect to meet its RE targets. The bureaucratic process of liberalization should be immediately revised and improved and it should be expanded in co-operation with European member countries in all RE areas. 
[bookmark: _Toc283410636]4. Towards a Conceptual Framework
Relying on the relevant literature, the conceptual framework was described in the context of conducting applied qualitative research with a systematic analytic approach. In other words, developing a framework is an analytical process, which includes a number of separate but highly interconnected stages. This approach comprises a systematic process of sifting, charting, and sorting materials with respect to key issues and themes, in order to demonstrate the method, and to reflect the context and variety of its applications in applied social policy research. The conceptual framework of analysis is a purely mechanical procedure, a reliable method with guaranteed results for synthesizing and interpreting qualitative data (Ritchie and Spencer, 2002). 
A conceptual analysis on the basis of existing work on RE investment was proposed to trace the major elements of RE investment, which together build the theoretical framework of renewable investment. The conceptual methodology process involves making inductions, identifying themes from the data, and making deductions that suggest the relationships between concepts. A review of the literature and a series of interviews with policy makers and industry experts have provided the groundwork for the development of the conceptual model framework presented in Figure 2. To understand what designates current levels of RE investment, Figure 2 represents investments as a function of renewable policies, investment, and technological push. The effect of RE policies on investment is crucial, for instance, by reducing risk with loan guaranteed or by increasing the returns for RE investment. 
[bookmark: _Toc283052605]Figure2: A conceptual model of RE policy and investment
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Figure 2 is, compared to previous conceptual models, more sophisticated for examining strategic choices for RE investment which helps both as a framework for understanding this paper, but also as a starting point to identify promising approaches for further research. It also provides a schematic representation of the proposed conceptual framework for relationships between renewable policies and investment in RE. The framework draws linkages between the key elements that are proposed to be of importance for increased RE investment: Adequate RE policies, technology development, economic approach, role of the investor, and the endogenous/exogenous aspect. Pairing these elements facilitates the understanding of investment in the RE sector. 
What are the implications for RE investment and policy? Renewable policies affect the perceived level of risk and expected returns on investment. That is, RE investors have broad considerations to determine their potential risk and profit based on a given policy. They evaluate the level of financial support offered, the availability of technical resources required, and the expectation that profit will not accrue for as long as 7-10 years. Payback time of the UK renewable investment is perceived quicker than in Turkey. 
Policy makers should be attuned to and manage these expectations. Similarly, voluntary RE strategies may have positive effects on private sector investment and can help by decreasing perceived risk and RE sources reliability (Wüstenhagen and Menichetti, 2012). Government intervention, technological push, and helping instil confidence in market efficiency of renewables are all important. But, equally important is being aware of investors’ attitudes and experience as they relate to the perceived risks of a particular RE investment. 
Investors’ experience/attitudes, such as cultural factors, educational backgrounds, and previous experience with RE investments, influences investment decisions. In the current conceptual model, I also consider two different types of beliefs, which are technological feasibility and economic viability. Lack of understanding technology in RE projects is the most important barrier to adoption of renewable sources. Technical adequacy of the RE sources is a foundation of investing, but it is often expensive and not all countries are producing these technologies (Barradale, 2010; Loock, 2012; Masini and Menichetti, 2013). Furthermore, RE investment continues to develop to meet the challenges of reducing climate change and increasing energy security. Therefore, investment in RE sources has environmental impacts and builds energy independence (Couture and Gagnon, 2010). 
Technology has effects on RE investment in a number of ways. Musango and Brent (2011) considered the technological change as endogenous to the economy as a result of newly perceived opportunities, incentives, deliberate research, and development. According to Kowsari and Zerriffi (2011), technological dimensions are an important aspect of RE renewable investment. Technology adoption theory attempts to explain why RE players adopt or do not adopt new and more efficient renewable sources. People do not simply change behaviour or adopt new technology based on awareness and attitudes. For this, energy models that intend to include behavioural dimensions should consider the social context of individual actions. This theory assumes a linear progression of knowledge, awareness, and objectives in the adoption of RE sources. Therefore, the technology adoption must address cognitive, emotional, and contextual concerns. There are differences between both countries in terms of utilising technology RE investment, for instance, UK has more potential in this regard compare the Turkey. 
In brief, there are key determinants for renewable investment: policies, innovation and technology considerations, investor’s experience and attitudes, energy security, along with environmental and bureaucratic climate. These are supported by the literature review and the interview analysis. While economic issues and confidence of market efficiency are derived from the literature, the role of bureaucratic issues for RE investments is revealed in the interview analysis. Considering the time scale to issue the licence renewable projects, the UK is much faster than Turkey, for instance, the time of bureaucratic issues in the UK is half of Turkey’s timeframe needed for these procedures. Policies, innovation, and investors’ experience are emphasized in both literature and interview analysis. The development of a framework based on the literature, the conceptual, and the interview analysis relates to the following propositions drawn from the literature review and the interviews with investors in both countries. 
Proposition 1: The effectiveness of renewable policies is associated with a higher share of renewable investment and a higher profitability of energy investment portfolio. 
Proposition 2: Tendency for technological innovation is associated with a higher share of renewable investment. 
Proposition 3: Quality of the country’s institution to deliver policy goals has a significant effect on the share of renewable investment. 
Proposition 4: Investors’ experience/attitudes (knowledge of the RE context) is associated with a higher share of renewable investment. 
To sum up, there is a lack of comprehensive theoretical and conceptual framework on the linkage between investor sentiment and RE investment. This paper aims to fill this gap by incorporating investors’ views on the form of RE policies and investment climate in given countries. An investor perspective framework based on the literature review was developed with interviews analysis undertaken in this framework. That is, the present manuscript builds upon current knowledge of RE investment and develops a new conceptual framework to guide policies with qualitative methods. 
To shed light on the association between investor sentiments and renewable energy outcomes, this paper develops a conceptual framework aiming to understand the structural factors affecting the investors’ decisions based on existing sources and interviews with market players. This paper tries to provide significant insights regarding of successful RE strategies with a particular focus on the RE investment in case study countries. 
[bookmark: _Toc283410637]This conceptual framework and the qualitative analysis will provide valuable insights into the investor’s role in encouraging renewable energy technologies to flourish, and the general picture from the conceptual framework presents four propositions, which are aimed at contributing to the literature on investments in RE sources. To put it more bluntly, the implications for policy makers are clear and demonstrate how to design more effective renewable policies, which will encourage RE investment. Particularly, effectiveness of policies, technology, investor experience/attitudes, and quality of country institutions are important elements of renewable policies to encourage RE investment. 
5. Conclusions and Further Research
This paper developed a conceptual framework for RE investment with renewable policies, technology, and economic approach. The aim of this paper was to examine the experience of two countries’ RE investment situation with government/RE policies. A subsequent objective was to search out the interaction of between RE policies and RE investment in the sector. Developing a conceptual framework based on literature and interview analysis, this study sought to shed light on an under-researched aspect of how RE investment is affected by renewable policies and other factors. The conceptual framework also allowed me to draw a clearer picture of the relationship between investment and policies.
A comparison of the support schemes for the deployment of RE in the UK and Turkey demonstrate that RE policy instruments reduce the risks for investors and result in larger deployment mechanisms. Therefore, policy instruments have been effective in stimulating renewable investments. However, the effectiveness of renewable policy instruments depends on its impact on perception, understanding policy implications, regulatory burdens, investors’ experience, and so on. Furthermore, by taking a wider perspective including the RE investor into understanding the obstacles that hindered successful policy interventions, this research was intended to identify aspects that could increase the potential of renewable investment. In the energy literature, there is lack of empirical studies about renewable investment from the investor perspective. This paper discusses this important consideration with both conceptual and qualitative analysis. 
Both the qualitative and the conceptual analysis show that many factors including policies, technology, economic viability, and investor’ attitudes play an important role in stimulating renewable investment. The analysis of the interview data from both countries creates the notion that policy causes problems for the industry in both the short and long term. The evidence from both countries suggests that, given appropriate design features, the FIT is more cost effective at RE development. Quota policies, as shown the UK case, do not provide the same level of certainty for investment. In addition, investments in the future development of the industry can also be hampered by bureaucratic inefficiency. Furthermore, interview partners from both countries have identified high costs as a hindrance to RE investment, specifically infrastructure/preliminary cost for investment. A key demand of those who want to invest in RE sources is the implementation of renewable policies that minimise uncertainty. Therefore, it is expected that policymakers should revise their policies, which should be synchronized with evolving RE markets. For instance, Turkey should fix the impetus in political commitment in shaping Turkey’s renewable energy policies and regulations with EU cooperation. Furthermore, another striking finding presented in the interviews that the private sector in Turkey continues RE investment, because they believe in sustainability and have environmental concerns, rather than finding the investment attractive due to its profitability. For the United Kingdom, policy choice and design should be considered key factors in the slower pace of RE development in the UK. Furthermore, interviewees reconfirm my choice of requirements regarding government interventions (such as policies, technological push, investor’s experience, environment, energy security, and so on) in both countries. 
In this paper, I presented evidence from two countries on the renewable policy effects on RE investment with both conceptual and interview analyses. This research provides valuable further insights in how projected RE investment levels can be better achieved. First, the implications for policy makers are clear and indicate how to design more effective renewable policies to encourage RE investment. Second, this study further develops the propositions based on existing literature with interview data provided by the investors themselves. Finally, this paper improves the emerging literature in the field of renewable investment and extends the validity of previous findings. The present study provides more explicit implications for designing effective renewable policies, which will encourage RE investment for the practitioner community. Specifically, the four propositions are important elements of renewable policies in encouraging RE investment.

The conclusions that can be drawn from this study are limited because of its preliminary nature. The limitation is that it was the intention of this study to be constrained to the specific empirical and geographical context for the two countries. The findings, therefore, may not be meaningful to generalize to other country contexts but provide context-specific insights for these countries. Interviewees’ characteristics are detailed in the Appendix in Table 4A and the sample is limited to the perceptions of a narrow, yet critical population for RE investment decisions which seems to subtly present the empirical evidence for this study. Furthermore, as Mason (2010) note, the number of interviewees is adequate for this type of research following recommendations on sample sizes and respondent numbers in the qualitative research literature. For instance, UK consumers are traditionally more sensitive to environmental concerns than Turkish consumers, which create a more encouraging renewable investment in the UK. Also, the renewable energy market in Europe has been conventionally supported by stronger incentives than Turkey but also other countries and regions like the United States, African countries and others (Masini and Menichetti, 2013). In other words, European countries have stronger incentives to support RE investment than other countries in the world. Other countries have renewable policies that are less supportive compared to Europe. This regional diversity clearly offers implications for future research, particularly stimulating research in other country contexts, possibly further advancing and testing the model, which has been proposed in this paper. 
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[bookmark: _Toc283410640]8. Appendix A
[bookmark: _Toc291885997]Table 2A: Summary of the UK/Turkey countries (2012)
	
	UK
	Turkey

	Outline

	Population
	63, 612,729
	73,997,128

	GDP (current US$)
	2,475,781,990,521
	789,257,487,307

	Fossil fuel energy consumption (% of total)
	85.1
	89.5

	Total Electricity Net Generation (Billion Kilowatt-hours)
	338.877
	228.080

	Total Electricity Net Imports (Billion Kilowatt-hours)
	12.045
	2.874

	Renewable electricity

	Wind
	19.584
	6.699

	Geothermal
	2.565
	0

	Tidal/Viva
	4
	0

	Solar
	1.188
	0

	Biomass
	15,198
	2.665

	Hydro
	5.284
	55.000

	Total Renewable Electricity Net Generation (Billion Kilowatt-hours)
	43.823
	64.372

	RE target (% of electricity supply)
	20% by 2020
	30% by 2023

	Renewable Energy Policies

	Principal policy (last decade)
	Quota
	Feed-in tariffs

	Other
	Feed-in tariff, tax reduction
	Tax reduction, Quota, Land appropriation


Sources: World Bank Database, US Energy Information Administration, GOV.UK, Turkish Statistical Institute


[bookmark: _Toc291885998]Table 3A: Interview questions
Part 1: Introductory Questions 
1. Could you please start by telling about your background, your role and your work? 
2. How are you involved in the renewable energy sector?
Part 2: Renewable Energy Situation 
1. UK/Turkey target is 20% (30%, 10%) of electricity from renewable energy sources by 2020. What do you think about this target? And, do you think this is realistic for the UK/Turkey? Why or why not? Why does UK/Turkey use much more energy than……?
2. Which type of renewable energy source is the most realistic and efficient for the UK/Turkey? 
3. The RE market is competitive in the UK/Turkey. What strategies does your company use to survive in the renewable energy market in the UK/Turkey? Are they effective?  Are there other strategies that could be effective?
4. What is your market share in this renewable energy sector? Why are you still involved in this sector? What can be done to increase your market share? 
5. Do you think new renewable technologies are promoted by this renewable energy sector? Is there new investment for new technologies? Can you give me detail about this?
6. Big energy companies such as EDF, Shell, and EON have a tendency to invest in renewable energy sources. What can be done to encourage RE commitment within the local companies? 
7. Considering the high cost of renewable energy technologies, how long does an investment take to show profitability in the UK/Turkey? 
Part 3: Renewable Energy Policies
1. The four main renewable policy instruments are feed-in tariffs, quotas, tender, and tax credits. Which of these four do you think are effective for the UK/Turkey? Why? 
2. While FIT and quota are generation-based policy instruments, tender and tax are investment-based policy instruments. What are the main differences you see between generation and investment-based policies? Do you think one is better than the other?
3. Do you think implementations of renewable energy policies encourage or discourage the use of renewable energy technologies? Could you give me an example in your company?  In general, what would you say is the opinion within your company about government renewable energy policies?
4. What do you think about the government incentives: Are they enough? What else can government do?  Should government do anything at all?
5. How does the UK/Turkey government encourage investors to invest in the renewable energy sector? Are these efforts effective, in your opinion?  Is the government right to try to influence what investors do with their money?
6. Energy security, economy, and climate change are the main challenges. Do you think these are serious challenges? How do you think how these challenges influence development of renewable energy? Are there other ways to help meet these challenges, outside of renewable energy development?
7. How do you see renewable energy market in following ten years and twenty years?  
Part 4: Closing Questions
1. Is there anything else you think I should know about your experiences in the renewable energy sector? 
2. As I talk to other interviewees, I may realize that there is something important I neglected to ask you. Can I contact you again if I want your opinion on something else? What is the best way to get in touch with you again phone, email, letter, or appointment?




[bookmark: _Toc291885999]Table 4A: Some of the general characteristics of 13 interviewees
	
	Countries
	Institutions
	Company names

	Participant 1
	UK
	Public
	Ministry of Energy in UK and UKERC

	Participant 2
	UK
	Private
	Scottish Enterprise (Manager)

	Participant 3
	UK
	Private
	Scottish Power (Energy Market Analyst)

	Participant 4
	UK
	Private
	General Electric (Manager)

	Participant 5
	UK
	Public
	The Centre for Energy, Environment and Sustainability

	Participant 6
	Turkey
	Private
	Flavis Energy (investor)

	Participant 7
	Turkey
	Private
	Zorlu Energy (Manager)

	Participant 8
	Turkey
	Private
	He/she is working ZDN Holding and 
He/she has also a Consultancy Company

	Participant 9
	Turkey
	Private
	TEIAS-ALTEK (Expert)

	Participant 10
	Turkey
	Public
	Turkish Ministry of Energy

	Participant 11
	Turkey
	Private
	Hizmark Energy (investor)

	Participant 12
	Turkey
	Private
	Rofa Solar (Manager)

	Participant 13
	Turkey
	Private
	Alara Energy (Investor)



Table 4A classifies some of the general characteristics of 13 interviewees with regard to countries, institutions, company names, and their position in the intuitions. 



1a-REN
UK-REN	1990.0	1991.0	1992.0	1993.0	1994.0	1995.0	1996.0	1997.0	1998.0	1999.0	2000.0	2001.0	2002.0	2003.0	2004.0	2005.0	2006.0	2007.0	2008.0	2009.0	2010.0	2011.0	2012.0	5.806	5.320999999999985	6.407	5.819	7.254999999999995	7.235	6.067999999999985	7.387	9.181000000000001	10.121	10.438	12.028	13.945	13.438	16.26299999999998	19.44299999999998	20.45	21.451	23.29199999999999	26.90199999999999	27.186	36.26600000000001	43.82253000000002	Turkey-REN	1990.0	1991.0	1992.0	1993.0	1994.0	1995.0	1996.0	1997.0	1998.0	1999.0	2000.0	2001.0	2002.0	2003.0	2004.0	2005.0	2006.0	2007.0	2008.0	2009.0	2010.0	2011.0	2012.0	22.997	22.575	26.419	33.74500000000001	30.41	35.494	40.33	39.79484	42.13771000000001	34.56500000000001	30.899	24.152	33.673	35.243	45.878	39.44	44.176	36.21700000000001	34.16500000000001	37.869	55.319	57.691	64.37186999999998	Nigeria-REN	1990.0	1991.0	1992.0	1993.0	1994.0	1995.0	1996.0	1997.0	1998.0	1999.0	2000.0	2001.0	2002.0	2003.0	2004.0	2005.0	2006.0	2007.0	2008.0	2009.0	2010.0	2011.0	2012.0	4.343	5.871	5.998	5.516	5.506	5.445	5.445	5.537	5.717	6.088	5.685999999999995	5.85	8.152000000000002	7.374	8.027000000000001	7.689999999999999	6.2	6.164999999999954	5.663999999999985	4.484	6.31	5.593999999999999	6.239875000000001	
RE consumption


1b-GDP per capita
UK-GDP	1990.0	1991.0	1992.0	1993.0	1994.0	1995.0	1996.0	1997.0	1998.0	1999.0	2000.0	2001.0	2002.0	2003.0	2004.0	2005.0	2006.0	2007.0	2008.0	2009.0	2010.0	2011.0	2012.0	17805.24908786705	18571.36206603708	19211.86215800901	17270.11564366888	18664.39425717999	20349.95874036754	21349.43491554106	23734.42186212656	25266.39474111684	25870.9890398829	25361.939643719	25126.01594951308	27305.33652512274	31442.20228291756	37027.04412170836	38440.74097038916	40819.89591207708	46610.53106944421	43510.26277641358	35476.35254129324	36424.52901286683	39186.43840606813	38919.60036050846	Turkey-GDP	2790.580486591391	2750.643901662992	2850.389758486014	3181.317555694152	2268.397270305333	2896.090603517341	3052.959568938657	3144.39393222957	4392.350167606852	4012.47281064265	4219.544337066649	3057.790650145039	3576.227859902628	4595.287771346475	5866.744702047135	7129.58487961051	7736.098390400178	9312.051871321917	10379.4919495446	8626.398165542847	10135.4209159865	10604.84014752843	10666.05567863429	Nigeria-GDP	321.6683540734828	279.275961692624	291.2841100313232	153.0761760131811	171.0252704389742	263.2880257330127	314.7354881937598	314.2876446129618	273.8541431722633	299.3426339735484	377.5002570456482	350.287821075079	457.4736504769238	510.4169414355428	645.9256501655274	804.1523666792166	1014.756968109624	1130.879786731207	1376.015914719311	1090.746283651531	2293.88530498164	2518.631878171485	2722.29848115521	
GDP per capita



1c-EP
UK-REP	1990.0	1991.0	1992.0	1993.0	1994.0	1995.0	1996.0	1997.0	1998.0	1999.0	2000.0	2001.0	2002.0	2003.0	2004.0	2005.0	2006.0	2007.0	2008.0	2009.0	2010.0	2011.0	2012.0	80.2	88.3	92.8	92.5	95.6	96.9	96.5	91.9	87.7	86.5	84.8	84.0	84.4	85.3	90.4	100.0	121.7	131.4	151.9	158.8	168.6	164.0	181.4	Turkey-REP	49.7	49.1042272984552	48.80481127834197	47.6670304019151	46.70889913755502	48.85996606718079	54.17178668432737	61.17306034248402	55.79273919531573	55.8929243150147	69.760289845917	76.44978140545028	74.1146122489939	83.7070186465658	98.7046895437671	100.0	138.2650521844738	149.285356261626	172.5756896205553	180.4148749950244	191.548790454415	186.322666871436	206.0910473809663	Nigeria-REP	3.93	4.44	6.430000000000002	10.1	15.9	27.4	35.4	38.4	42.3	45.1	48.2	57.3	64.7	73.8	84.8	100.0	108.2	114.1	127.3	142.0	161.4	165.0	178.9	
Electricity Price
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