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Processing of visual stimuli in the vertebrate retina is ptax and diverse. The retinal
output to the higher centres of the nervous system, medmtgdnglion cells, consists
of several different channels. Neurons in these channalb&ee very distinct response
properties, which originate in different retinal pathwalysthis work, the retinal origins
and possible functional implications of the segregationisfial pathways will be in-
vestigated with a detailed, biologically realistic comgaidnal model of the retina. This
investigation will focus on the two main retino-corticaltpaays in the mammalian
retina, the parvocellular and magnocellular systems, lwhie crucial for conscious
visual perception.

These pathways differ in two important aspects. The patitdae system has a high
spatial, but low temporal resolution. Conversely, the noagtiular system has a high
temporal fidelity, spatial sampling however is less densa tfor parvocellular cells.
Additionally, the responses of magnocellular gangliohsoein show pronounced non-
linearities, while the parvocellular system is essentiitiear. The origin of magnocel-
lular nonlinearities is unknown and will be investigatedhe first part of this work. As
their main source, the results suggest specific propertigseghotoreceptor response
and a specialised amacrine cell circuit in the inner refirtee results further show that
their effect combines in a multiplicative way.

The model is then used to examine the influence of nonlineamin the responses of
ganglion cells in the presence of involuntary fixational ey@vements. Two different
stimulus conditions will be considered: visual hyperagahd motion induced illu-
sions. In both cases, it is possible to directly compare gnitgs of the ganglion cell
population response with psychophysical data, which altaw an analysis of the in-
fluence of different components of the retinal circuitry.e[$imulation results suggest
an important role for nonlinearities in the magnocelluteeam for visual perception
in both cases. First, it will be shown how nonlinearitiesggdered by fixational eye



movements, can strongly enhance the spatial precision ghallular ganglion cells.
As a result, their performance in a hyperacuity task can baldgq or even surpass that
of the parvocellular system. Second, the simulations intipdy the origin of some of
the illusory percepts elicited by fixational eye movememsid be traced back to the
nonlinear properties of magnocellular ganglion cells. Aese activity patterns strongly
differ from those in the parvocellular system, it appeaet the magnocellular system
can strongly dominate visual perception in certain condsi

Taken together, the results of this theoretical study ssigtat retinal nonlinearities
may be important for and strongly influence visual perceptibhe model makes sev-
eral experimentally verifiable predictions to further tasd quantify these findings.
Furthermore, models investigating higher visual processtages may benefit from
this work, which could provide the basis to produce reaiafferent input.
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Chapter 1
Introduction

Processing of visual information begins in the retina. disktis to transform light into
electrical activity and to create neural representatidngsoial stimuli, which are then
sent to various structures in the central nervous systensoll@ this task, retinal pro-
cessing employs three distinct mechanisms. First, a trentisth mechanism converts
light into electrical activity in photoreceptors. Secoptiptoreceptor activity is trans-
mitted via bipolar cells to ganglion cells, the output nexsof the retina. Third, reti-
nal neurons are laterally interconnected by various iet@rons, which alter the feed-
forward transmission of visual information.

The overall structural organisation of the retina reflebts basic functional layout, but
the retinal network turns out to be a complex structure, agsing about 70-80 differ-
ent cell types, each with a distinctive morphology, cherpiahd connectivity (Masland,
2001a). Experimental work has shown that this diversityjgies the basis for the seg-
regation of visual information into several parallel, ftinoally distinct retinal path-
ways (Roska and Werblin, 2001). The detailed analysis ofré¢fi@al circuitry has
further revealed that functional segregation is obtainedbdifications originating in
functional circuits which usually involve different cell types and specific nentivity
patterns (reviewed by Sterling and Demb, 2004).

Functional segregation is not only a feature of the retinajgalso found in the higher
visual system, in particular in the visual cortex (Merigad &aunsell, 1993). Anatom-
ical studies have established that the retinal segregaéipartially preserved in the
cortex, where the projections of different pathways inag\distinct layers. Hence, it
appears that the breakdown of visual information in theneeinto different sub-aspects
may be used in the higher visual systems for specific tasksil{&cand Logothetis,
1990).
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This study investigates functional segregation at thd lgiiae retina. This is important
because visual perception relies on the output of the rehimace the properties of
different retinal ganglion cell types determine the wayugisinformation is processed
in the brain. Here, responses of two broad ganglion cellselawvill be compared,
the parvocellular stream (PC-cells or X-like cells) withvieemporal, but high spatial
resolution and the magnocellular stream (MC-cells or ¥-ldells) with high temporal
fidelity, but reduced spatial resultion. It will be showntttizese classes differ strongly
with regard to the linearity of their responses, and that $leigregation can have several
important functional consequences.

1.1 Linear and Nonlinear Ganglion Cells

An important distinction between different ganglion cgpés is based on their tempo-
ral dynamics. Typically, a substantial proportion of gaoglcells shows either linear
temporal responses (X-like cells) or behaves stronglyineal (Y-like cells) (Enroth-
Cugell and Robson, 1966; Demb et al., 1999; Kaplan and Betsrd001). The non-
linearities investigated in this work enable Y-like celisetect temporal stimulus mod-
ulations on a much smaller scale than the extent of theimpteeefields and lead to
a spatio-temporal inseparability of their receptive fieldslike cells, which typically
have smaller receptive field than Y-like cells, do not shois ghenomenon and their
spatio-temporal receptive field is separable.

These extensively studied ganglion cell types are the basise aforementioned func-
tional segregation: X-like cells provide high spatial antiké cells high temporal acu-
ity. So far, comparably little is known about the factorsdiegy to this difference, and
the role of this different behaviour in visual perceptionstsl debated (Kaplan and
Benardete, 2001).

In this work, the responses of ganglion cells with linear aodlinear temporal dy-
namics will be investigated using computational modellfighe retinal circuitry. A
major goal of this work was to establish which physiologiaatl anatomical factors
account for the differences in ganglion cell response nealiities. This question was
addressed by conducting a detailed analysis of physidbfactors and selected as-
pects of the neural circuitry that contribute to the respgm®perties of linear X-cells
and nonlinear Y-cells in the cat retina. To allow for compan with experimental data,
the model contains a high level of biological realism.

The differences between X- and Y-like cells were first disged in the cat retina (Enroth-
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Cugell and Robson, 1966), but have since been describedny species (goldfish,

Bilotta and Abramov, 1989; cat, Enroth-Cugell and Robs@®66t rabbit, Caldwell and

Daw, 1978; mouse, Stone and Pinto, 1993; guinea pig, Demb #9089 and nonhuman
primate, de Monasterio, 1978). In this work, mainly datarfrthe cat, guinea pig and
primate retina will be considered, as most experimentakwas carried out in these
species. In particular, the model developed here aims tisaareproduction of exper-
imental data from the cat and guinea pig, where detailedrerpatal data is available
for comparison. A comparison of the experimental data idéd®ws strong similarities
between X- and Y-like (i.e. linear and nonlinear) cells iffetient species (Kaplan and
Benardete, 2001). Therefore, a modified version, which rtiqudar takes into account
the differences in anatomy, is then used to test responghs pfimate retina.

1.2 Ganglion Cell Nonlinearities and Visual Perception

The process of visual perception is initiated by the respsmd large populations of
neurons in the the retina. Their activity is integrated armtpssed in higher visual areas
to facilitate the correct interpretation of a stimulus. Kenusually individual response
properties of a given neuron class are rarely directly oeisred at the perceptual level,
instead they disappear due to convergence, integrationthed mechanisms.

This is not the case for some of the basic limitations of Vipeaception, which are im-
posed by the properties of retinal neurons. Typical exasgle the detection threshold
for absolute luminance, which is based on the sensitivitghadtoreceptors, or visual
acuity, which is limited by spatial sampling in the retinan e other hand, the conse-
guences of the segregation of retinal processing intodiaed nonlinear ganglion cells
are not directly visible, and have to be indirectly infertgdcomparing psychophysical
performance to known properties of these neurons.

This work attempts to bridge this gap by investigating simbed population responses
of ganglion cells under conditions where their performarene be directly compared to
psychophysical measures. To this end, in a second step tthel mas adapted to reflect
the properties of the primate (human) retina, and gangktinesponses were recorded
and analysed under conditions similar to those in typicatsphysical experiments.
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1.2.1 Fixational Eye Movements

A “typical” psychophysical experimental setting involviesely viewing participants
who are often asked to fixate a target in order to minimisecesfef eye movements.
Nevertheless, due to centrally generated fixational eyeemewts, the eyes are never
completely at rest (Ratliff and Riggs, 1950). Fixationategyovements are generated
when the direction of gaze is maintained stable and diffestntially from saccades
and pursuit movements, which are produced to shift the tlinreof gaze: Their ampli-
tude is small compared to saccades, only in the range of a fewtes of arc or less,
and their direction is typically random (Martinez-Condealkt 2004).

Experimental evidence suggested that fixational eye montwean in fact help to im-
prove visual performance by means of nonlinear processitegiiig et al., 2002; K.
Funke, N.J. Kerscher and F. Wérgotter, unpublished dathgs@ results motivated an
investigation of the effects of fixational eye movements angiion cell responses. It
was expected that the influence of fixational eye movemenptddibe very different for
linear and nonlinear ganglion cells, because of their kndiffierent motion sensitiv-
ity. Therefore, in this study the combined influence retmahlinearities and fixational
eye movements on ganglion cell responses was investigdied. different stimulus
conditions were chosen which will be introduced in the faiiog.

1.2.2 Visual Hyperacuity

Visual hyperacuity refers to the phenomenon that the visysiem can discriminate
tiny offsets in a visual stimulus, which can be substantiathaller than the distance
between two photoreceptors (Westheimer, 1979). Thistafdmased on the blurring of
the stimulus introduced by the ocular optics, which leadsmall response differences
of photoreceptors for small displacements in the spatimidus configuration. Hence,
hyperacuity is essentially constrained by the noise ptesethe neural activity, which

may obscure the response differences to the stimulus.

Hyperacuity represents a situation where a high spatialracg of ganglion cell re-
sponses is required, a feature commonly ascribed to lideasely distributed X-like
cells (Kaplan and Benardete, 2001). However, some expatahstudies suggested
that nonlinearities could dramatically improve spatiagqsion of sparsely distributed
Y-like cells (Lee et al., 1993; Rittiger et al., 2002). Ferttmore, even 80 years ago it
was suggested that fixational eye movements might improperaguity (Averill and
Weymouth, 1925).
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To test these hypotheses, ganglion cell responses to atypiseracuity stimulus were
investigated using the model of primate linear and nonhig@aglion cells. From the

simulated ganglion cell activity, psychophysical hypeigcthresholds were estimated
and compared to published data. The results of this inwastig suggest that both
retinal nonlinearities and fixational eye movements haserdit effects on hyperacuity,
and that their combination can the improve psychophysiediopmance in this task

considerably.

1.2.3 Motion Induced lllusions

Visual illusions sometimes provide a valuable insight ithte structure and function of
the visual system. The retinal motion caused by fixational mypvements is known
to induce a number of powerful visual illusions (as revievosgdVade, 2003). In this
study, a subgroup of these motion-induced illusions willshedied, both using the
model retina and psychophysical experiments.

The starting point for the investigation of motion-indudédsions was the question
how fixational eye movements and retinal nonlinearitiesratt under natural viewing
conditions, away from threshold conditions such as hypetycRather unexpectedly,
the simulations suggested a retinal origin for these iinsj and led to testable experi-
mental predictions.

1.3 Modelling the Retina

In this study, a computer model of the vertebrate retina vea®ldped and tested by
comparing modelled responses to experimental data. Thelnwd detailed imple-
mentation of single neurons and their known physiology anthectivity. It is heavily
based on experimental anatomical and physiological datapproach that has become
feasible recently due to the large body of available expenital data.

The main advantage of the detailed model used here is tlsa¢#gy to introduce mod-
ifications in order to simulate pharmacological manipolasi or to introduce unphys-
iological modifications. Both allow for a very detailed test of various hypotheses,
which is often difficult in experimental studies due to teichih constraints. Further-
more, the simulated neural responses and pharmacologar@pmiations can lead to
specific, quantitative predictions for experiments.
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A further advantage is that the model allows for the sim@tars analysis of the re-
sponses of a large number of neurons for a given stimulusittomd This is exper-
imentally difficult to achieve, because here the populatesponse typically has to
be inferred from many single cell recordings. While it is inngiple also possible to
record retinal activity simultaneously from multiple un(using multielectrode arrays),
this method is restricted to ganglion cell activity. Theref a model can augment these
techniques by providing the population response of alhe¢theurons, and can thereby
help to explain experimental observations.

1.4 Organisation of this Work

The following chapters are broadly organised into threéspéirst, the biological back-
ground and the model are described (Chapters 2, 3 and 4).isTfolowed by four
chapters, where the findings of this study are presented isndssed (Chapters 5-8).
The final chapter (Chapter 9) then provides a more generaliskson of the results.

Chapter 2 introduces the structure and relevant functasécts of the vertebrate retina
which provided the biological basis for the model. The ckapegins with an introduc-
tion of the influence of the ocular optics on retinal imagerfation. Then, an overview
of the main retinal neuron classes and their basic conngasvgiven. This is followed
by a review of neural sampling of visual stimuli by the retara an introduction of reti-
nal receptive fields. Finally, the nonlinearities in ganglcell responses are introduced,
which will be investigated in this work.

To allow for a discussion of the results of this study in thateat of visual perception,

the following Chapter 3 provides a brief review of the highisual system. This chapter
focuses on the pathways of visual information to the visoalex and their functional

segregation and on receptive fields in the primary visuakgor

Chapter 4 then describes the model implementation. Thisdsmpanied by an ex-
tensive review of the experimental literature to explaid discuss the specifics of the
model.

The following four chapters contain a detailed descriptidmhe results of this study.
In each chapter, first the problem and methods are introdud&dh is followed by the
description of the results. Each chapter closes with a susnarad discussion of the
main results.

Chapter 5 explores the origin of response nonlinearitiééaells of the cat retina and



Chapter 1 Introduction 7

contrasts their properties to those of X-cells. It will b@sin that response nonlineari-
ties are of multiple origin: they are based on asymmetrig¢iserphotoreceptor response
and amplified by a specific neural circuit in the inner retif@ich generates transient
responses in Y-cells. This study is based on a concise igatisin of different factors
and involves various manipulations of the model to isolhgerelative contribution of
these factors.

Chapter 6 introduces fixational eye movements and explbsssibfluence on primate
ganglion cell responses. It will be shown that they exhibiigtinct influence on the
responses of MC-cells, which is a result of the nonlinesgitdentified in Chapter 5.

The influence of fixational eye movements combined with m@&ar processing on vi-
sual perception is the topic of the following two chaptersChapter 7, the phenomenon
of hyperacuity will be studied at the level of ganglion ceponses. The results indicate
that dynamic nonlinearities, triggered by fixational eyeveraents, could significantly
enhance the performance of these neurons in a hyperacsityTaese results are con-
sistent with psychophysical data and could resolve the ofdlict as to whether eye
movements contribute to improve spatial vision. Chaptena8llfy considers the pop-
ulation response of ganglion cells when stimulated withimgus that elicits strong
motion-induced illusions. The results indicate that thecpptual correlate of this illu-
sion can be traced back to the level of retinal ganglion alld is a consequence of
MC-cell nonlinearities.

The work concludes with a discussion of all results in thetexinof visual perception
in Chapter 9.



Chapter 2
The Vertebrate Retina

The retina is a sheet of neural tissue, alim thick, that lines the back of the eyes.
It develops from the neural tube during embryonic developraad is thus a part of the
brain, amounting about 0.3% of the total brain tissue. Tk& td the retinal neuronal
network is the processing of visual information. This cleajptrovides a review of these
processes.

A central aim of this chapter is to explain and motivate thedelomplementation of
the vertebrate retina. As this study concentrates on therchprimate (human) retina,
most of the following discussion will focus on these speciésst, optical and neural
image formation will be discussed, which constrains spaigaial resolution. Then, the
different neuron classes and their functional connegtiwitll be introduced. Finally,
the receptive field organisation of retinal ganglion celi e described, and nonlinear
receptive fields will be introduced.

2.1 Formation of the Retinal Image

The main task of the optic apparatus of the eye is to providegrsmage of the visual
world to the photoreceptors. The optical quality of the ege/éver is poor compared
to that of man-made instrumehtsThis fact is not so surprising if one considers that it
is made of living tissue and not of glass.

1This is best illustrated by a quote of Hermann Helmholtz: #iNbis not too much to say that if an
optician wanted to sell me an instrument which had all thefeats, | should think myself quite justified
in blaming his carelessness in the strongest terms, anaggivim back his instrument.” (Kline, 1962).
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FIGURE 2.1: Optical factors affecting the retinal image. A, Sirfipll anatomy of the

human eye. B, Point spread function describing the optikatibg of the eye. The

relative amount of light for two small spots of light reachiplotted as function of the

visual angle on the retina surface (after Westheimer, 198@)jvidual photoreceptors
are shown as circles.

Sources of optical errors are numerous and include difracat the pupil, aberra-
tion and light scatter. Before light is absorbed by photeptors in the retina, it tra-
verses the cornea, the aqueous fluid, the lens and the \stbemly (Figure 2.1A). The
cornea makes the strongest contribution to the refractweep of the eye, with about
40 diopters. The refractive power of the other componeritsnsas they are primarily
composed of water. The lens can add up to about 15 diopteracaainmodation to a
lower focal length is achieved by adjusting its curvaturéhwhe ciliary muscles. The
iris functions as an aperture and can assist accommodatiorckeasing the depth of
focus.

Helmholtz (1896) was the first to develop a comprehensiveahoflithe human eye,
where he also considered optical errors. Much later, depas imaging of the retina
was developed to assess the optical quality of the living'@gstheimer and Campbell,
1962; Williams et al., 1994). This led to the charactermatf optical blurring by a

point spread function (PSF), which describes the spatialddfla point light source.

The second task of the eye is to regulate the amount of lightits the retina. This is
necessary since photoreceptors only respond to a limitedrdic range of light stimu-
lation and is achieved by a change of the diameter of thermim fabout 2mm to 8mm.
This leads to a hundredfold change of the light passing tedtiea, which however is
still small compared to the 15 orders of magnitude over wthehhuman visual system
is responsive. Thus, the main load of adaptation to lumieascarried out on the neu-
ral level in the retina. For this purpose, all vertebrateneet contain at least two types
of photoreceptors, the rods and cones. Rod photorecep®rssponsible for detection
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of light at very low intensities, particularly at night or ihe presence of little ambient
light (scotopic conditions). They are extremely sensitinel as a consequence the hu-
man visual system is capable of detecting only a few quanitgtdf(Teich et al., 1982).
At normal daylight (above about03cd/m?, photopic conditions), rods are saturated
and cone photoreceptors mediate vision.

In most mammals, including humans, rods greatly outhnumbaeg (in humans by
a factor of aboutl9; Osterberg, 1935). The distribution of photoreceptors amnyn
mammals, including primates, is such that a central regrothe retina, where images
are focused during fixation, is cone-dominated. Ca#legh centralisn cats andovea
in primates, it is the region with the highest cell densitytle retina and provides
the highest visual acuity. The retinal periphery is strgrdgiminated by rods. Both the
density of cones and rods decreases with increasing emgntvhich leads to a strong
reduction of peripheral visual acuity. Primates have dgwedl aduplex retina where
the fovea exclusively contains cones. As a consequencdowiea has a high visual
acuity for daylight-vision, whereas in the periphery, déitn of the faintest sources of
light at night is possibfe

Vertebrate retinas are usually equipped with a variety féint cone types which ab-
sorb light at different wavelengths, thereby providing biasis for colour vision. There
is a considerable variability of photoreceptor types amdiffgrent species, which may
reflect the adaptation to different visual environments.nieetinas of cold-blooded
vertebrates have up to five types of cones, providing therh gatod colour vision.
Most mammals have two types, and primates typically thrpegy

In this study, models of the cat and primate retina will beneixeed. In both cases, only
responses to achromatic stimuli under photopic conditisese considered. Hence,
only cone photoreceptors were considered, and no disimetas made between dif-
ferent wavelength sensitivities. The ocular mechanisntigbt adaptation was also not
included, therefore the model represents a retina for a fii@dpening.

2.2 Main Cell Classes, Connectivity and Function

Photoreceptor signals are processed by about 70-80 dhtfenerphological distin-
guishable types of neurons (Masland, 2001a; MacNeil andavids1998). Despite this

2If one tries to fixate a faint star at night with the fovea, ihislonger visible due to the lack of rods
there.

3A change of the size of the aperture regulated by the iris svalsio change the amount of diffraction
and thus the quality of the retinal image.
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FIGURE 2.2: Simplified anatomy of the vertebrate retina (modifieshfrKolb, 2003).

considerable variety of cells, the retina shows a high degfestructural organisation.
For many cell types, specific functional roles for the preaes of visual information
have been identified, and numerdusctional circuitshave been identified (reviewed by
Sterling, 2003). This functional segregation appears tthbdasis for the organisation
of visual information in several parallel channels, eaahsmitting specific information
about the visual world to the higher visual areas of the fRoska and Werblin, 2001).

The functional neural connectivity of the vertebrate r@tan broadly be separated into
a feed-forward pathway and two sites of lateral interactdnatomically, it is divided
into three layers of cell bodiesw(clear layer$ and two layers containing synapses
(plexiform layer$. Lateral interaction takes place in the two plexiform lesyeand each
of these two sites has specific functions in the processitigeo¥isual signals.

Figure 2.2 shows a simplified diagram of the main cell class®s their fundamen-
tal connectivity. After traversing the ocular optics ane targely transparent retinal
network, light is absorbed by photoreceptors, which arareyed on a regular two-
dimensional mosaic. They are embedded in the pigment dipithand their cell bodies
form theouter nuclear layerIn theouter plexiform laye(OPL), photoreceptors make
synaptic contacts to horizontal and bipolar cells. Togeth#h amacrine cells, the bipo-
lar cell bodies comprise thaner nuclear layer Horizontal and amacrine cells mediate
lateral interaction horizontal to the retinal surface amblar cells transmit signals in a
feed-forward fashion vertically to amacrine and ganglietisc Synaptic contacts from
bipolar to ganglion cells, along with synapses of some amaaell types, are located
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FIGURE 2.3: Spatial sampling limits in the human retina imposedhgyphotorecep-

tors (circles), the optical point spread function (squaeesl ganglion cells (crosses)

as a function of eccentricity. The shaded region indicateerey aliasing occurs due

to neural undersampling (see text). The data was compited rhibos et al. (1987);

Dacey and Petersen (1992); Goodchild et al. (1996); Thibat €.996); Sjostrand et
al. (1999).

in theinner plexiform layer(IPL). Ganglion cells and displaced amacrine cells are lo-
cated in theganglion cell layer(GCL). The axons of the ganglion cells finally form the
optic nervewhich transmits retinal output to higher structures of thear

2.3 Spatial Sampling in the Retina

As outlined in Section 2.1, the retinal mosaic of mammalsashomogeneous, but
contains a region with a high density of cone photorecemars ganglion cells pro-
viding high spatial acuity. In the primate fovea, the dis&ietween two cones in
the fovea is aboud.55" (Osterberg, 1935; Curcio et al., 1987; Sjostrand et al. 9199
Midget ganglion cells receive input from a single cone vigpavate-line” cone bipolar
cell (Boycott and Wassle, 1991; Wassle and Boycott, 199tepal993). In the area
centralis of the cat retina, one cone bipolar cell colleaals from about seven pho-
toreceptors and the convergence of cones onto beta celi®ig 80 to 40 (Cohen and
Sterling, 1991; Kolb and Nelson, 1993).

Towards the retinal periphery, the density of both conesgamlion cells decreases
steadily. This is accompanied by an increase of the sizesaddimdritic fields of midget

ganglion cells in the primate (Dacey and Petersen, 1993 tardells in the cat (Boycott

and Wassle, 1974). A general feature of the different gangtell populations is a

constant coverage of the retina at all eccentricities {(Paied Wassle, 1979; Cleland et
al., 1979).

A consequence of this design is that the spatial resolutidimeoretina declines rapidly
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with increasing eccentricity. The termasolutionhere refers to the highest spatial fre-
guency, or théNyquist frequencythat is detectable according to the sampling theorem.
As already formulated by Helmholtz (1896), the detectioa efimulus is only possible
if the spatial sampling rate of the neurons (i.e. the invefdéeir density) exceeds the
spatial frequency of this stimulus by at least by a factomaf.tin contrast to the central
region, in the retinal periphery an increasing number ofesotonverge onto one gan-
glion cell. Hence the retinal Nyquist limit is, dependingtbe eccentricity, determined
by either the cone or ganglion cell density. Additionalhe blurring of the image by the
ocular optics (see Section 2.1) also imposes an upper Imspatial acuity. The result-
ing Nyquist frequencies for different eccentricities foethuman retina are summarised
in Figure 2.3.

In the primate fovea, spatial sampling by photoreceptogsomes a limit of about 120
cycles per degree (cpd). Psychophysical detection thigslawe in the range of 60
cpd (De Valois and De Valois, 1988), which results from thdiadnal optical blurring.
Using laser interferometry, it became possible to direptigject interference fringes
onto the retina while bypassing the ocular optical systelmes€ experiments demon-
strated that it is possible to detect foveal stimuli with tsdafrequencies above the
Nyquist limit (Williams, 1985), which then appear as diséor moiré patterns. This
effect is a consequence of aliasing and normally preventexptical blurring.

In the retinal periphery, the Nyquist limit is set by the gkog cell density, as it de-
creases more rapidly than the cone density. The opticaitgoéthe eye also decreases
due to off-axis refractive errors (Williams et al., 1996t ess rapidly than the neu-
ral sampling density, which leads to aliasing from about §rdes eccentricity in the
human retina (shaded region in Figure 2.3).

2.4 On- and Off-Center Cells

The first electrical recordings from retinal ganglion cellsealed that some cells re-
spond to the onsetn-cell§ and some to the offseOff-celly of light, and some re-
spond both to the onset and offs@n-Off cell§ (Fig. 2.4A, Hartline, 1938; Barlow,
1953; Kuffler, 1953). Subsequently, it was shown that bipotdls can also be sepa-
rated into On- and Off-center bipolar cells (Werblin and Diag, 1969). Furthermore,
a subdivision into On-, Off- and On-Off cells is also foundhin the amacrine cell pop-
ulation (Werblin and Dowling, 1969). This segregation soaleflected by the anatomy
of the inner plexiform layer. Here the axon terminals of elifint bipolar cell types
stratify at different levels: On-cells are located in thexmal half (sublima B) and
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FIGURE 2.4: A, Responses of On-center, Off-center and On-Off ganglells to stim-

ulation of the center of their receptive field (modified frorartline, 1938). Individual

spikes of the responses to a light increase and decreadeoare éstimulus time course

is shown at the bottom). B, Response of a sustained (top)randiént (bottom) gan-

glion cell in the mouse retina (modified from Nirenberg anddtkr, 1997) Shown are

responses of two On-center ganglion cells to a step chanifjarirination (indicated
at the bottom).

Off-cells in the distal half (sublima A, Nelson et al., 1978)ence in the retina visual
information is split into at least two fundamental channtie On- and Off-pathways,
which separately encode the brighter or dimmer half of th& tontrast range.

2.5 Center-Surround Receptive Field Organisation

The concept of theeceptive fieldvas first introduced by Hartline (1938), who defined it
as the area in the visual field on which a response can be prddycdight-stimulation.
Early findings indicated that the sensitivity of a retinahghon cell depends on the
stimulus position, and further experiments revealed thatéceptive field of a ganglion
cell typically consists of two regions. an-cells(or On-center cells), a central, circular
region exists where stimulation with a small spot of liglstds to an increased response.
This region is surrounded by a wider region where stimuhaké@ads to suppression of
the response (Figure 2.5A). The same organisation, onbvierse, is found i®ff-cells
(Off-center cells). It has been shown that this arrangensentell approximated by
two overlapping Gaussian profiles, one with a positive amddther with a negative

-

sign (Rodieck and Stone, 1965; Enroth-Cugell and RobsoB6)1T he respons&(z)

—

to a two-dimensionali = [z, y]) spatial stimulus configuratiofi(xz) can be written as
convolution of the stimulus with Gaussian profiles:

_12+y2 22442
R(Z) = S(7) * (Ace 208 — Age 2% ) : (2.1)
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FIGURE 2.5: Spatial structure of ganglion cell receptive fields. Ggnglion cells

receive input from an excitatory center region (straighi tine) and an inhibitory

surround (dashed line). The receptive field is obtained lmmadthese two compo-

nents (thick line). B, The isolated center and surround aorepts are spatial low-pass

filters (straight thin and dashed line, respectively). Theimbination leads to a spatial
band-pass filter characteristic (thick line).

where A. and A, are the amplitude and. and o, the width of center and surround,
respectively (Figure 2.5A). This model is usually referteds the Difference of Gaus-
sians-model. As a consequence, retinal ganglion cells act asadaandpass fil-
ters (Figure 2.5B).

2.5.1 Receptive Field Center

The basis of the center of the ganglion cell receptive fiedkgstatory input from bipolar

cells. On-center cells receive input from On bipolar cells] Off-center cells from Off

bipolar cells (Nelson et al., 1978; Kolb, 1979; Nelson andliK&983; Kolb and Nelson,

1993). Anatomically this is established by dendritic sticdtion in different layers of

the IPL. The width of the center input of the receptive fieldetermined by the width
of the dendritic field of the ganglion cell (Peichl and Was$le79; Freed and Sterling,
1988). The amount of dendritic membrane across the denfield available for bipolar

cell synapses decreases from the center, and as a conseglisatinput from bipolar

cells is weaker than that to the center of the dendritic tkder(et al., 1995). This

confirms the notion of separate Gaussian-shaped centeuaodisd inputs to ganglion
cells, as defined by Equation 2.1 (Rodieck and Stone, 1965).

Typically, the electrophysiological investigation of treceptive field dimensions sug-
gests wider receptive fields for ganglion cells than the @natal extend of the den-
drites would predict. The main reason for this is that optatarring already increases
the area of the visual field, on which a single photorecepaor ke stimulated. This
automatically increases the width of the receptive fieldsutifsequent neurons (Cohen
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and Sterling, 1991) and limits the amount of spatial detesl\tisual system is able to
detect (see also Section 2.3). Consequently, a model fgahglion cell receptive field
must also incorporate optical blurring.

2.5.2 Receptive Field Surround

It is generally accepted that bipolar cells only releaseetkwtatory neurotransmitter
glutamate (Wilson, 2003), thus they can not be directly sasgble for the inhibition
that leads to the receptive field surround of ganglion cdflscent data indicates that
the surround-response is created by a combination of latdviaition in the outer and
inner plexiform layer. Horizontal cells, located in the @utetina, have wide receptive
fields and antagonise bipolar cells. As a consequence, tbptree field of bipolar cells
already shows a centre-surround organisation both in timeenmmmmalian and mam-
malian retina (Mangel, 1991; Burkhardt, 1993; Dacey et241Q0). In the inner retina,
GABAergic amacrine cells form inhibitory synapses with gon cells that leads to
additional center-surround antagonism (Flores-Herr.e280D1).

2.6 Spatiotemporal Nonlinearities in Ganglion Cells

Often, the simple model introduced by Equation 2.1 in thevipres section provides
an adequate description of the receptive field of ganglidis.cén a similar fashion,
a description of the temporal response of a ganglion celllmmbtained, which is
typically a linear band-pass filter. Combined, this apphoallows the description of
the spatiotemporatesponse of a ganglion cell and can be employed to charse i
cells in the cat retina and PC-cells in the primate (Enrotig€ll et al., 1983; Benardete
and Kaplan, 1997, 1999).

A limitation of this model is the assumption of spatial anchporal linearity and sep-
arability, which is not appropriate in all cases. The resgasnof some ganglion cell
types show pronounced nonlinearities, as first shown foelédn the cat (Enroth-
Cugell and Robson, 1966) and later also for primate MC-d&lplan and Shapley,
1982; Benardete et al., 1992). This response nonlineariparticularly visible when
Y-like cells are stimulated with contrast-reversed siraiggs. Centering the sine grat-
ing at its0° or 180°-phase Iifull-phase see Fig. 2.6, right) over the receptive field of
a ganglion cell creates a situation where contrast-relveasses no net stimulation, as
both sides of the grating cancel each other. However, Ydéiks typically respond with
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FIGURE 2.6: Frequency-doubling in cat Y-cells. Responses of arcéfiter X- (left)
and Y-cell (right) to a counterphasing sinusoidal gratitigé course indicated on top)
are shown for different relative spatial phases of the dtisi(indicated on the right).
In the second and fourth row, the stimulus is fully spatibifanced over the receptive
field, i.e. the net change of stimulation is zero. This alm®&ctly cancels the X-
cell response (Null-response). In the Y-cell, sharp temtspeaks persist at twice the
stimulus frequency for this stimulation situation (indieg by arrows), hence the name
frequency-doubling (modified from Enroth-Cugell and Rahsto66).

a transient burst at each contrast reversal (Fig. 2.6, Bs€@agell and Robson, 1966;
Hochstein and Shapley, 1976a; Kaplan and Shapley, 19829. r@$ponses of Y-like

cells under these conditions arequency-doublingas they respond at twice the fre-
guency of the contrast reversal. Linear X-like cells anddeds in primates never show
this effect (Fig. 2.6).

Frequency-doubling can also be elicited by stimulatioregions beyond the classical
receptive field of Y-cells, as defined by Equation 2.1 (Mcilwd 964; Kriiger and Fis-
cher, 1973). This is known as tiperiphery effecand is mediated by spiking amacrine
cells (Demb et al., 1999). The periphery effect is based affereint mechanism from
frequency-doubling produced by receptive field center siiion, because the latter
also occurs when spiking is pharmacologically blocked.

The frequency-doubling effect is a result of nonlinear pssing in the retina; a linear
receptive field will never respond under these conditionstHermore, a mathematical
description of a receptive field which produces frequenaykded responses has to be
spatio-temporally inseparable. This is required becarespuency-doubled responses
can only occur if the temporal response to the symmetrigaltipatterns is altered in a
space-dependent way (Victor, 1988).

Hence for Y-like and MC-ganglion cells the spatial and tenapoesponse is not sep-
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arable, and a combination of a spatial Difference of Gaussfdter and a temporal
bandpass filter is an insufficient description. The exadiorf Y- and MC-cell non-
linearities is still unknown. Pharmacological manipudas indicate that they are not
intrinsic to ganglion cells, but a result of interactionghin the retinal network (Demb
etal., 1999). As a part of this study, different factors viimsay contribute to nonlinear
receptive fields were investigated, and the results are the topic of Chapter 5.

Figure 2.6 also shows that contrast modulation producdaigsesl responses in linear
X-cells, but transient bursts in nonlinear Y-cells, sudmesthat these neurons gener-
ally differ with respect to their response duration. The sasobserved in the primate
retina, where nonlinear MC-cells respond with transients$ lenear PC-cells in a sus-
tained fashion, and in other mammalian species such as theagpig or mouse (see
also Fig. 2.4B; Dhingra et al., 2003; Carcieri et al., 200B)e transient type is often
called “brisk-transient” ganglion cell, and it has beengegjed that these cells also gen-
erally show frequency-doubled responses (Demb et al.,)200Jprimates, Benardete
et al. (1992) suggested the existence of two separate ¢rargpes of MC-cells, with
different degree of response nonlinearity.

A recent statistical survey of a large population of différganglion cells in the mouse
retina supports the notion of a separation of retinal gangtells into separateansient
or sustainectlasses (Carcieri et al., 2003). However, the presencepairate ganglion
cell classes with a different degree of response-nonlitygauld not be confirmed (see
also White et al., 2002 for MC-cells). Degree of nonlineairtthese studies is typically
measured by dividing the the second (or even) harmonic resgpcomponent in a cell’s
fourier spectrum by the the first (or odd) harmonic (Hochrsteid Shapley, 1976b).
The first and higher odd harmonic response components pomdsto the temporal
stimulus modulation, and the second and higher even haomoasult from nonlinear
processing. Carcieri et al. (2003) showed that, in a largeigtion cell sample, the
degree of response-nonlinearity is unimodally distridutéence, it is yet unclear what
determines the degree of nonlinearity of a given ganglidhtgee, and whether it is
correlated with other common features of nonlinear gamgtiells such as transient
responses. The analysis of ganglion cell nonlinearitieShapter 5 attempts to shed
light on these seemingly contradictory findings.



Chapter 3

The Retina as a Part of the Visual
System

The purpose of this chapter is to provide a brief overview sweictural and functional
aspects of the early visual system and the role of the differetinal channels within
this framework. It is not a comprehensive review, as thisldidoe beyond the scope
of this work, and concentrates on aspects relevant for tiegaretation of the results in
Chapters 7 and 8.

3.1 Functional Segregation in the Visual Cortex

A fundamental property of the visual system is the paraltelcpssing of visual in-
formation in different channels, which encode stimuluspgrties such as luminance,
contrast, colour, shape or motion (Merigan and Maunse3).9The existence of two
separate processing streams was first suggested by Liomggand Hubel (1988): the
ventral stream has been associated with form-analysis and colsionvand thedor-
sal stream with motion- and stereo-analysis (sometimes aldedcthe “what”- and
“where”-streams, Fig. 3.1). Experimental evidence in suppf such a functional seg-
regation however is still sparse and mostly based on lesjpsiudies (Schiller and
Logothetis, 1990; Merigan and Maunsell, 1993; Gegenfuf&@03), which ignore pos-
sible interactions between both streams.

As shown in the preceding section, visual information isadly segregated into several
visual pathways in the retina (i.e. On vs. Off, sustainedtvansient). The axons of
retinal ganglion cells project to the lateral geniculatelaus (LGN), which is a part of

19
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FIGURE 3.1: The primary visual pathway from the retina to the vist@itex. The
figure highlights the functional segregation of visual pais into the ventral and
dorsal stream (modified from Livingstone and Hubel, 1988).

the thalamus that relays visual information to the striaex (Figure 3.1). The basis
for the ventral stream are X-cells in the cat or PC-cells eghmate, which project into
the upper four of the six layers of the LGN. Y- and MC-cellgnfiing the dorsal stream,
project into the lower two layers. As a further subpopulatd thalamic neurons are
the K-cells (koniocellular) cells in the primate or W-cdiltsthe cat, which account for
about 10% of the cells in the LGN (Norton and Casagrande, J19B2ese cells seem
anatomically more diverse and their retinal correlates fandtional roles are not yet
fully understood.

From the thalamus, visual information is transmitted togheary visual cortexdrea
17 or V1). V1 is a complex and large (about 13% of the total swfatthe cortex)
neural structure devoted to the processing of visual infama It consists of several
anatomically defined layers, and the projections from théNLt&rminate in distinct
layers. Figure 3.1 shows that in primates the main projadite is layer 4, which is
subdivided into two layers that receive predominantlyesiihput from PC-cells (layer
4C'3) or MC-cells (layerdC«). Although this picture is incomplete (a more compre-
hensive view, including the koniocellular pathway, is pd®d by Callaway, 1998), the
fact that the PC- and MC-system (as well as the K-system)tdfeseparated at this
level supports the notion of segregated, parallel visutdvyeays. A similar organisation
was found in the cat and many other mammals.
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Combining the evidence provided so far, a likely explamafmr presence of separate
visual pathways in general is that they convey specific midion about different parts
of the spectrum of spatial and temporal frequencies, whialy be used for different
purposes (Schiller and Logothetis, 1990). PC-cells aneél&thave a high spatial res-
olution due to their high density and small receptive fielulg,a low temporal fidelity,
which makes their signals useful for precise spatial amalyEhe opposite is true for
MC-cells or Y-cells, so their activity patterns appears enoseful for the analysis of
temporal changes in the visual world (but see Lee et al., 1B8&iger et al., 2002,
who reported a high spatial precision for MC-cell respopsé@$ese considerations,
and a huge body of data on the physiology of the visual cogegntually led to the
concept of separate higher visual pathways for form andondfig. 3.1).

However, the evidence how this segregation affects paore sparse and controver-
sial (Schiller and Logothetis, 1990; Gegenfurtner, 2008lready at the level of the
retina, the notion of separate channels for spatial p@tiand motion analysis appears
wrong, as it has been shown that MC-cells can encode visimalilstwith the same
spatial precision as PC-cells at high contrast, and evesrfoutn PC-cells at reduced
contrast (Lee et al., 1995; Ruttiger et al., 2002). Furttwraneven during perfect fix-
ation, retinal images are never completely stationary dusrtall fixational eye move-
ments (Ratliff and Riggs, 1950; Ditchburn and Ginsborg,3)9%lence during fixation
the cortical motion-sensitive pathway, which receivesuuinpgredominantly from MC-
cells, is constantly stimulated and may also contributdé&analysis of structure and
form. Finally, it should also be noted that the cellular pradjes of the PC- and MC-
systems, in particular the differences in response-neatity, are not easily discovered
at the perceptual level. This suggests that the activityott Btreams may be integrated
and combined at the cortical level to facilitate a corretripretation of visual stimuli.

3.2 Simple Cell Receptive Fields

The voluminous body of literature on the visual cortex higiis the complexity of
this structure and its physiology. Therefore, only the psige fields ofsimple cellsn
the primary visual cortex shall be reviewed here, as thelyhgilof importance for the
interpretation of the results in the Chapters 7 and 8. HuletMiiesel (1962) discovered
that neurons in layer 4 of the cat V1 which respond best to ®dge bars and are
tuned to a specific orientation of the stimulus. Their expents led to the conclusion
that these neurons, callesimple cells have receptive fields with elongated On- and
Off-subfields that alternate in space (Fig. 3.2). Hubel ands@l proposed a simple
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FIGURE 3.2: A typical V1 simple cell receptive field. It consists dfeanating ex-

citable (On-area) and inhibitory (Off-area) subfieldstjleBtimulation with a bar with

different orientations shows that each simple cell has fepexl orientation (middle).

The composition of the receptive field into subfields furtherds to a selectivity to
stimulus size (right).

model, where the receptive field is constructed of afferapui from the LGN that
covers a line in visual space. Alternating On- and Off-sglmes are supplied by On-
or Off-afferents from the LGN. Although frequently reintiggated and refined, this
basic model for simple cells is generally accepted as this barsspatial filtering in the
visual cortex (Reid and Alonso, 1996; Priebe et al., 2004).

As mentioned above, spatial summation in simple cells aggeae largely linear (in
fact, a characterisation of simple cells shows variousekgof spatiotemporal linear-
ity; Carandini et al., 1997; Carandini and Ferster, 200@hoagh they receive input
from both the linear and nonlinear cells of the LGN (P/M or X(¥ialpeli et al., 1981,
Maunsell and Gibson, 1992). A possible mechanism to obtagat responses from
the mixed LGN input is a push-pull circuit, which consistsbalanced excitatory and
inhibitory connections and leads to a cancellation of th@inear components (Glezer
et al., 1980; Gaudiano, 1992b; Worgotter et al., 1998; Asaleet al., 2000; Lauritzen
and Miller, 2003). Depending on the relative weights of tReitatory and inhibitory
inputs, a push-pull circuit is capable of linearising naekr input. It may therefore be
possible that nonlinearities in retinal responses are ngdobe visible at the cortical
level, and are solely an artefact of retinal processings ialso supported by the find-
ing that nonlinearities of simple cells are largely genedlantracortically (Carandini et
al., 1997). On the other hand, in Chapter 8 of this work a nemelal illusion will be
introduced which is a direct consequence of retinal noaliies. This suggests that
the influence of nonlinear processing in the retina on calrtiesponses may have to be
re-evaluated and included into models of cortical procegsi



Chapter 4

Anatomy and Physiology of the Model
Retina

This chapter introduces the model retina used in this stadii@basis of the physiology
and anatomy of the different retinal neuron classes and tdoginectivity. The basic

neural connectivity in the model, as shown in Figure 4.1 yvj®s the basis for the
circuits that lead to primate PC- and MC-cell and cat X- anceW—receptive fields (for

a more detailed description, see the legend). In the foligwfirst a general introduction
of the level of modelling and mathematical description aino@s and receptive fields
will be given. Then, each retinal neuron class will be ddsaiand reviewed in detail,
and the specific model implementation will be discussedallinthe technical details
of the implementation as a computer model will be summarised

4.1 General Approach

The model retina used in this work consists of single neyrand it was attempted to
implement realistic connectivity patterns based on anaiainand physiological data.
As will be shown below, the passive membrane equation was asséhe mathematical
level of description for the activity of single neurons. Akurons were implemented
as single-compartment structures, and spatial the extedenarites or axons was not
explicitly implemented. Instead, to account for the diiierr effect of an input at a distal
site compared to more proximal sites, the connections letweurons were weighted
according to the distance. This method allows for a realitit simple implementa-
tion of spatial receptive fields which are very similar togbmbtained in physiological

23
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FIGURE 4.1: Schematic circuit diagram of the model retina. Showenthe differ-
ent cell classes and their synaptic connections for thelabeai On-center pathway.
Photoreceptors (P) connect to horizontal cells (H) by etaiy synapsesH) and to
On-center bipolar cells (B) by sign-inverting synapse$ (Horizontal cells connect to
bipolar cells with sign-conserving synapses, mediatirartreceptive field surround.
The receptive field of On-center X- or PC-ganglion cells (@)gists of excitatory in-
put from On-center bipolar cells to the receptive centeriahibitory input from wide
field amacrine cells (A) to the surround. For Y- or MC-cellse fpresynaptic bipolar
cells further receive inhibition from narrow-field amaaioells (N) at the axon termi-
nal (forming a subgroup of transient bipolar cells). Narfald amacrine cells receive
excitatory input from bipolar cells and inhibition from védield amacrine cells (W).
Wide field amacrine cells are excited by transient bipoldlis @nd receive inhibition
from narrow-field amacrine cells. Combined, this couplifigumacrine cells forms a
nested amacrine circuit (shaded region), which leads tsigat responses in Y- and
MC-ganglion cells. The insets show typical responses ofdquhceptor, a bipolar and
a ganglion cell to a flash of light (modified from Kolb et al.,05).
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experiments (Cohen and Sterling, 1991). Furthermore,@ynaansmission was as-
sumed to be a linear process, and possible influences oft&hortsynaptic plasticity
were neglected.

The situtation is however different in photoreceptors. Tascade of molecular events
translating a light stimulus into a electrical responséedsf substantially from the pro-
cesses involved in synaptic transmission, and to obtalistieaesponses, a more com-
plicated model had to be used. As shown in Section 5.2.1 opbogptors show a non-
linear relation between light intensity and response, &mil response also depends
on the level of background illumination. Therefore, in tinerk an earlier qualita-
tive model for the photocurrent in cones following lightnstilation by Schnapf et al.
(1990) was extended to reproduce the most important cleaistots of their voltage
response (Schneeweis and Schnapf, 1999).

The connectivity patterns between many retinal neurons@rewell established (Ster-
ling and Demb, 2004; Sterling, 2003), so it was possible tplément most parts of
the model’s circuitry on the basis of solid experimental kvoOn the other hand, in
particular the specific connectivity and function of mangeg of amacrine cells is still
unknown. There are however indications that many amacetie form very specific
functional microcircuits (Marc and Liu, 2000), and recemtriwvin the vertebrate retina
has identified potential candidate circuits (Roska et 8981 O’Brien et al., 2003). In
this study, three different types of amacrine cells werel@amgnted, and their connec-
tivity was based on this earlier experimental work.

This whole approach was chosen as a compromise between aitadiopally more ef-
ficient but less realistic linear filter model (as, for ingtarused by Teeters et al., 1997
or Kenyon et al., 2004) and a detailed realistic, but comprally expensive descrip-
tion of the processes involved in synaptic transmissioe {ee example Freed et al.,
2003). It is clear that this model, while providing a reatisiescription of the inter-
play of excitatory and inhibitory currents in generatingragte cell’s voltage response,
can not reproduce the full range of dynamic effects in theaetThere are however two
reasons why this model is expected to reproduce the releffacts in the conditions in-
vestigated in this work. Firstly, only photopic conditicaitsa constant mean luminance
were investigated, and it was assumed that no contrastadaptakes place (Smir-
nakis et al., 1997; Brown and Masland, 2001; Zaghloul e805), which reduces the
number of mechanisms that had to be implemented. Seconhile the model of the
inner retina is incomplete, it will be shown in Chapter 5 thatan faithfully repro-
duce a number of important experimental results. These Gtsoih experimental data
strongly suggest that the circuitry and level of modellihgsen here offers a sufficient
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description in the context of the effects and conditionsligt here.

4.2 Single Neuron Models

Retinal neurons encode stimuli in two different ways. Thegamiy of neurons respond
with gradual changes of the membrane potential. The amdumtuwotransmitter re-
leased then directly depends on the membrane potential palatesation leads to an
increase in release. Some neurons produce action poggtigpikeswhen their mem-
brane potential exceeds a certain threshold (Fig. 4.1tdhs& spike is a brief and very
strong (about 00m V") all-or-none depolarisation of the membrane. In the réted-
work, spikes are generated by some amacrine cells, whiokriré activity over larger
distances. The output of the retina to higher brain areasbylgn cells is also encoded
as spikes.

The communication between neurons takes place at synapisei® the release of neu-
rotransmitter from the presynaptic neuron causes a madnlaf the membrane poten-
tial at the postsynaptic neuron. Typically, a connectiotwieen two neurons involves
multiple synapses of the same type. More uncommon are iel@csynapses, where
ions and small molecules can pass directly from one to thé mexron througlgap
junctiors. Both types of synapses exist in the retina and were indludthe model.

A simple, but accurate approximation of the activity of reg and synaptic input from
N presynaptic neurons is given by the passive membrane equati

dV ()

CT = Zgz'(t) -(V(t) — By + — n (4.1)

whereC' is the membrane capacitangg(t) the conductances evoked by input; the
reversal potential for the input R the membrane resistance aig,, the resting poten-
tial. When no synaptic input is present () = 0), the membrane potential will return
to V... The effect of synaptic input depends on the reversal paleht for the spe-
cific synapse. When it is below the resting potentigl & V' (t)), it hyperpolarises the
neuron, or actmhibitory. Conversely, whet’; > V..., the neuron will be depolarised
and the synapse aatgcitatory.
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4.3 Receptive Fields

All receptive fields in this model were assumed to be Gaussi@ped. The center and
surround inputs to a neuron were separately calculateddiogoto the Difference of
Gaussians equation (Eqn 2.1, Section 2.5). The amplituntébé center and surround
input (A. andA, in Egn. 2.1) were both set to one, and the resulting respensesused
to calculate the input conductancgst) for the membrane equation (Eqn. 4.3)(t)
was either calculated as a linear or nonlinear dependendieeoimput (see Methods-
Sections of the following Chapters).

The parameters for the width of the Gaussians for differeniron typesd. and o,

in Egn. 2.1, Section 2.5) were, where possible, estimatad &inatomical studies and
hence correspond to the width of the dendritic tree of theryiveuron. Generally, they
were then set to yield a 1:10-ratio between the strongestaa#lest inputs (Cohen and
Sterling, 1991; Dacey and Petersen, 1992; Grinert et &3)19

4.4 Photoreceptors

In photoreceptors, a cascade of molecular events convgintsimto electrical activity.
This process, calleghototransductioneventually leads to a hyperpolarisation of the
membrane potential. In this study, photoreceptor resgonsee simulated by means of
a state-variable description of this process, which alltivesnclusion of important de-
tails of the signal transduction process. Most of these erg@isims are well established
in the literature (for reviews, see Miuller and Kaupp, 199&Ndughton, 1990; Fain et
al., 2001; Burns and Lamb, 2003). The model, which providgsaditativedescription

of the processes, is based on a model description of the @imoémt of macaque cones
after brief stimulation by Schnapf et al. (1990).

The main components of the phototransduction cascade ammatised in Figure 4.2.
In the outer segment of a photoreceptor, light sensitivelopsine molecules are em-
bedded in the cell membrane which are transformed into ameastate by photons
(R — Rx). The activated rhodopsine catalyses the activation asttacin " — T'x),
which in turn activates phosphodiesteraBdXE’ — PDFEx). This cascade, depicted
in Figure 4.2A, amplifies the signal by a factor of about 1 Mill. These steps are
expressed by:

TCasc—( = Slfl(t) — Sz(t>, (42)
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FIGURE 4.2: Schematic illustration of the mechanisms underlyitgtptransduc-
tion (see text).

whereS;(t) denote the activation of theh cascade and-,,. the respective time con-
stant. Thus:Sy(¢) is the stimulus, and;_; ,, the response of the respective cascade.
Eqn. 4.2 implements a cascade of low pass filters.

Activated PDE, which is expressed by the last step of theathesdriggers a mechanism
which generates the electrical response in the photorecépte Figure 4.2B). The
second messenger cyclic guanosine monophosphate (cGMR)) keeps the cation
channels Ca?**, Na*, K*) in the cell membrane open, is hydrolysed by PDE. The
reduced concentration of cGMP then leads to a closure afrcatiannels and thus to a
hyperpolarisation of the membrane potential. The conaéotr of hydrolysed cGMP (

1 — [f'GM P] = [¢GM P]) depends on the concentration of activated PBE 1)) and
also on the free calcium ionf{a?*]). It is calculated by:

w _ :ﬁ _ ([C’a2+](t) _ 1)J_Sn(t) - [cGM P] (tl, (4.3)

v . V.
resynthesis stimulus induced

where 3 expresses the strength of the re-synthesis reaction of cGNMPre-synthesis
depends on the intracellular concentration(af?* via the enzyme guanylylcyclase
(GC), which in turn is activated by GCARyanylyl-cyclaseactivatingprotein). This
reaction can only take place when GCAP does not binddé" ions, thus only when
the intracellularC'a®>* concentration is low. The intracelluld@a®* concentration is
given by:
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d[&;iztﬂ(t) (1 +c- ([(GMP](t) 1)) —a - [Ca®](t). (4.4)

v~ v~

influx efflux

The constante andy denote the rates of efflux and influx of ions anchlay[cG M P](t)—
1) the light response is transmitted onto the cation concgotrand thus to a change
of the membrane potential. The constargxpresses the impact 6fG M P| onto the
cation concentration.

The constants in Eqns. 4.2, 4.3 and 4.4 were fitted to datathertiterature, and their
values are provided in the chapters describing the re<diftall ionic species involved in
phototransduction, only the intracellular concentratbf'a>* was modelled explicitly,
since it mediates the re-synthesis of cGMP. Eqgns. 4.3 anfdda system of first order
coupled linear differential equations, which describesgaturation of the response and
has a temporal band pass characteristic.

Since the temporal shape of photocurrent and photovoltagbffer significantly, volt-
age dependent currents are likely to shape the photoreagsfomonses. As shown ex-
perimentally, a hyperpolarisation-activated current &agrong impact on the photo-
voltage (Bader and Bertrand, 1984; Demontis et al., 199®%a$ modelled by:

d[@(t) = (e(vp(t)—AlH)sH T 1) (1= [H](t)) — ox[H](1), (4.5)

where Ay defines the activation of the receptor at which the currehiléactivated
relative to the membrane potentig}(¢), andSy gives the slope of this activation func-
tion. The constants; and . define the rates of increase and decay of the ionic
concentrations.

Finally, the membrane potential of the photoreceptor ismated by:

dVp(t)  d[Ca](t) d[H](t)
a g T

Cp (4.6)
whereC,, is the membrane capacity, the unit charge transported by the>* current
andgq; the unit charge transported by thecurrent.

Photoreceptors tonically release glutamate, and the depetl membrane in darkness
leads to a high release rate. Light causes a graded hypesatilan, which in turn
leads to a reduced transmitter release. The synapses ttangitiese signals to bipo-
lar and horizontal cells are structurally complex devidest tare optimised for maxi-
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mal information transfer at low metabolic cost (Haverkarhple 2000). Additionally,
electrical coupling between cones has been shown to imgh®/signal to noise ra-
tio in cones (DeVries et al., 2002). This evidence implieg fianed mechanisms at
the synapse, which are carefully adapted to assure a eligrismission of the light-
evoked signals.

Indeed, in the extreme light-sensitive rods nonlinear pgea are essential for the re-
moval of dark noise (van Rossum and Smith, 1998). Given ttekwggnals they gener-
ate under scotopic conditions, their synapses transnmatggn a binary fashion (Baylor
et al., 1984). Cones on the other hand receive a sufficienuatas light under pho-
topic conditions to produce signals much larger than thk daise. As a consequence,
the transmitter release of cones is a finely graded signal.

This work considers the retina under photopic conditiohssta detailed description
of the synapse was not required. In the model, the amounan$mnitter released was
assumed as proportional to the membrane potential. Edattoupling between cones
was omitted as the resulting spatial blur is substantiakyaker than blur due to the
ocular optics (DeVries et al., 2002).

4.5 Horizontal Cells

Horizontal cells are the interneurons of the outer retimathke vertebrate retina, two
main types were found: the axonless A-type and the B-typlk antaxon. Physiologi-
cally, they can broadly be classified as either as chronatciluminosity type. While
in lower vertebrates a great variety of horizontal cells asn identified, in mammals
only the luminosity type seems to exist (Nelson, 1985; Dat696).

In the cat, both the A- and B-type are dominated by red-copatjnand probably a
weaker contribution from blue cones. In the primate, thety{fe, which has an axon,
avoids blue cones whereas the axonless H2-type has a stiapgéfrom blue cones.
Neither of these cells in the cat and primate show strongtsgdepponency, as found
for the chromaticity-types in many cold-blooded vertebsatin this work, the A-type
horizontal cell of the cat (Wassle et al., 1978), that sotelgtacts cones, and the H1-
type of the primate, which is held responsible for shapimgdipolar cell receptive field
surround (Dacey et al., 2000; McMahon et al., 2004), weresiclemed. This could be
done without loss of generality as no distinction was madeden different cone types.

Horizontal cells are interconnected by gap junctions, ryotheemical synapses. They
form a syncytium of electrically coupled neurons. In suclyrcgtium, activity evoked
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at one spot spreads rapidly to neighboring cells, with awgabspatial decay (Kaneko,
1971; Nelson, 1977). Thus, the receptive field of a horizcenaeeds the size of the
dendritic tree by far. In the model, spatial decay was assumdée Gaussian, which
is a simplification but reduces the description by Bessettions provided by Nelson
(1977) to one parameter. Transmission from cones to haaroalls was implemented
as normal excitatory synapses and connections betweerohtal cells were assumed
to be undelayed and without a reversal potential.

Horizontal cells in the model antagonise bipolar cells aeersal potential of chloride
(Frew = —70mV, see below), but the feedback pathway to cones was omittalibe
of the uncertainty of its specific physiological and funotb properties (Kamermans
and Spekreijse, 1999).

4.6 Bipolar Cells

Bipolar cells are responsible for the transmission of kghbked activity from the outer
to the inner retina. About ten morphologically differenp&g exist in mammals (Boy-
cott and Wassle, 1991). Based on their response chargicteribe population can be
separated into two broad classes: On-center cells areategea by light stimulation,
while Off-center cells are hyperpolarised.

Because the light response of photoreceptors is hyperpioigrwhich is accompanied
by a reduced glutamate release, the synapse to On-biptkiscgign-inverting and for
Off-bipolar cells sign-conserving. Two different typesgbfitamate receptors in bipolar
cells are responsible for this. Responses of Off-centés ee¢ mediated by ionotopic
receptors (iGluRs), which open cation channels (DeVria$ &chwartz, 1999). On-
center cells express a metabotrophic glutamate recep®lufR6), which reverses the
response of photoreceptors (Masu et al., 1995). Detailatedhe cascade used by the
MGIuRG6 receptor are still largely unknown. Interestinghe responses of On- and
Off-center bipolar cells are not symmetrical and appearifferdwith respect to their
contrast sensitivity (Zaghloul et al., 2003).

4.6.1 Receptive Field

The receptive field surround of of bipolar cells is a resulanfagonistic action from
horizontal cells (Dacey et al., 2000). It is still unclearaetty which mechanism is
mediating the inhibition, and at present two possibilites discussed in the literature.
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Both theories are based on the observation that cone pheftices have a receptive
field surround (Baylor et al., 1971), which suggests thaindbitory connection from
horizontal cells to the cone axon terminal may exist (Satath £2001). Further support
comes from the findings that hyperpolarising current inggcinto horizontal cells leads
to depolarisation of cones (Baylor et al., 1971).

One model assumes that the surround is mediated by GABA. Auratan of theC'l~
-gradient such that the reversal potenfial, «;- is positive to the resting potential in
the cone axon would then ensure that GABA has a depolarissgpnse (Vardi et al.,
2000). This model is supported by the finding that horizoreds release GABA (Schwartz,
1982), and that GABA-modulated chloride channels has beend in cones (Kaneko
and Tachibana, 1986). Another possibility is that the sumtbis mediated by non-
GABAergic mechanisms which rely on the decreased voltagjesiisynaptic cleft when
horizontal cells hyperpolarise (Kamermans and Spekreij989). Recent evidence
supports the latter model (Verweij et al., 2003; McMahonl e2804).

Within the framework of a model based on the membrane equabtwever, these two
possibilities are equivalent, if the nonlinear voltage efegent currents in the cone or
bipolar cells are neglected. Thus, in this study, the surdaf the bipolar cells was im-
plemented by inverting the horizontal cell response atélséng potential and calculat-
ing the postsynaptic current in bipolar cells assuming ansal potential of & AB A
synapse (Feigenspan et al., 1993).

In this study, only On-center bipolar cells were considexrghich were simulated by
the membrane equation (Equation 4.1), without accountinthie specific mechanisms
of synaptic transmission. As will be shown, the implemeotabf Off-center bipolar
cells in the same way is problematic, and an alternativebeilproposed in Chapter 5.

4.6.2 Temporal Response

About five types of either On- and Off-bipolar cells exist,iefhdiffer with regard to
their temporal characteristics (Nirenberg and Meisteg§71Roska et al., 1998; Marc
and Liu, 2000; Masland, 2001b). Specifically, two differéyppes emerge, one with
more transient and one with more sustained responses. dt isnglear which mecha-
nisms generate transient responses.

Experimental evidence suggests at least two possibildifferences between the kinet-
ics of sustained and transient types may be the result oingaghannel kinetics (Awa-
tramani and Slaughter, 2000) or inhibition from amacrinksd®irenberg and Meister,
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FIGURE 4.3: The nested amacrine circuit. A narrow-field amacririereeeives input

from a bipolar cell and inhibits this bipolar cell at the axtamminal. A wide-field

amacrine cell receives excitatory input from the bipoldt aeon terminal. Between

both amacrine cell classes reciprocal inhibitory conmestiexist. The insets show the
response of each cell to a full-field flash (100ms).

1997; Roska et al., 1998). The former mechanism relies derdiit kinetics of desen-
sitisation and has not been included in the model. Furth@fi-center cells it has been
shown that the recovery rate of different iGluRs can diffarkedly, which has a direct
influence on the kinetics of the response (DeVries and SahwE®99; DeVries, 2000).
On-center bipolar cells however express only one type ofuRGko this can not be
realised there.

To simulate transient bipolar cell responses, delayeditibn of the axon terminal

by amacrine cells was included in the model. This leads tot@maation of the late
sustained response component. The amacrine cell medihtgighibition is part of a

nested amacrine circuit, which will be covered in detailhe hext section. To com-
pensate for the reduced transient component due to indmkitithese cells, their input
conductance was increased by a factor of 1.3 compared tast@ised type.

4.7 Amacrine Cells

Ramon y Cajal as one of the first neuroscientists who studiedrieurons of the inner
retina already noticed their great diversity. He found tihase cells usually (but not
always) possess no axon, and coined the name amacrinevaeitd) is derived from
the Greelka makros inoswhich means “without long fibre”. The enormous diversity of
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amacrine cells has been confirmed since, MacNeil et al. (119@®e recently identified
28 different types in the rabbit, and even more types mayt €¥eney, 1990). It is
generally assumed that the majority of amacrine cells drbitory neurons (Dowling
and Boycott, 1966), but on the other hand, amacrine cekssel a wide range of neu-
rotransmitters as well as other neuroactive substancass, Tie connectivity between
amacrine cells and to bipolar and ganglion cells offers titeqtial for a great diversity
of specialised functional circuits (Marc and Liu, 2000).

For some amacrine cells it was possible to identify a distimectional role. The Al
and All types for instance are responsible for relaying figeas of the scotopic sys-
tem from rod bipolar cells to cone bipolar cells (BloomfieltdaDacheux, 2001), and
the starburst amacrine cell generates the direction sedaetsponse of some ganglion
cells (Fried et al., 2002; Euler et al., 2002). The role of tmdlser types however is still
elusive, and experimental evidence so far does not eveneartbe question whether
the morphological diversity is accompanied by an equaltional diversity.

Therefore, in the present study it was not attempted to er@aomprehensive model
of the interactions in the inner retina. Following the ideddMarc and Liu (2000),
experimental evidence was used to establish certain fumadtmicrocircuits that may
explain specific physiological properties of bipolar andgjan cells (see Figure 4.3).
Three functionally different amacrine cell types were umtgd in the model, which will
be described in the following.

4.7.1 GABAergic Interneurons

The first amacrine cell type is an inhibitory GABAergic imeuron with a wide re-
ceptive field that receives excitatory input from bipolalisand inhibits the ganglion
cells, as shown experimentally (Flores-Herr et al., 20Mlthereby substantially con-
tributes to the surround of ganglion cells. The morpholabtorrelate of the amacrine
cell(s) mediating this inhibition has not yet been idendifi& recent study suggests that
neuropeptide Y-expressing cells (NPY cells) as a possinhelidate as their selective
ablation changed the spatial tuning of ganglion cells towdower spatial frequencies,
which was interpreted as a sign of missing surround intwbi{Sinclair et al., 2004).
This study further suggests that the extend of the surrousl lme a consequence of
electrical coupling of NPY cells, which have only small datid fields - a mechanism
very similar to that of lateral inhibition in the outer redin
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4.7.2 Nested Amacrine Circuit

The remaining two amacrine cell types are wide- and narreilgd-imacrine cells which
form a circuit that truncates the input of transient ganglells by inhibiting bipolar
cells (Figure 4.3). The rationale is that an amacrine cal/jes GABAergic inhibi-
tion to bipolar cell axon terminals, which would be very etiee because it cashunt
the activity of the whole bipolar cell. Early studies alrgaddicated that these con-
nections may exist (Dowling, 1968; Burkhardt, 1972), andsaguently Roska et al.
(1998) suggested that the early response of this amacrineasg be suppressed by a
second amacrine cell. During stimulation, this allows sfant release from the bipolar
cell until inhibition increases, hence renders the bipoddrresponse more transient.

In this study, this circuit was implemented to study its efffen nonlinearities in tran-
sient ganglion cells (Fig. 4.3). Specifically, a narrowdi€ABAergic amacrine cell
inhibits the axon terminal region of a bipolar cell. A glyengic wide-field amacrine
cell receives excitatory input from transient bipolar ¢etiminals and also GABAergic
inhibitory input from narrow field amacrine cells. The navrbeld cell receives excita-
tory input from sustained bipolar cells and glycinergicibitory input from the nearest
wide field amacrine cell. For both cell types, a Gaussian ethapceptive field was
assumed.

The insets in Figure 4.3, which show responses to full-fieddHs, indicate how the
circuit operates. The pathway from the bipolar cell throtigg narrow-field amacrine
cell to the bipolar cell terminal acts as a delayed inhibitwehich reduces late, tonic
response components. The wide-field cell disinhibits tipelar cell terminal at stim-
ulus onset, thereby further enhancing the early part oféspanse in the bipolar cell
terminal.

4.8 Ganglion Cells

The task of ganglion cells is to encode and transmit visdatimation, after processing
in the retina, to higher visual brain areas. The precedisgj@es have highlighted that
the diversity of processing in the retina gives rise to dédfe parallel channels, and the
functional diversity of ganglion cells reflects this and gags the notion of ganglion
cells as a set of parallel encoders (Roska and Werblin, 208t )east a dozen mor-
phological different ganglion cells have been identifiedhie mammalian retina (Kolb
et al., 1981; Masland, 2001a), and probably even more exisbid-blooded verte-
brates (Ammermiller and Kolb, 1995). Attempts to functibnelassify the diversity
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of the mammalian retina led to the separation into On- andcéift and, according
to their spatio-temporal response characteristics anwaryainto the broad X-, Y- and
W-classes in cats and PC- MC- and KC-classes in primatesi@fiattiand Kolb, 1976;
Boycott and Wassle, 1974; Norton and Casagrande, 1982).

4.8.1 Subtypes in the Cat Retina

X-and Y-cells in the cat retina, the functional equivalerftanatomically identifiegs-
anda-cells (Boycott and Wassle, 1974), received particulardibn from experimen-
talists, probably because these cell types form the maiut itgpthe visual part of the
thalamus (LGN, see also the following section). The axonsagh cell type terminate
in different lamiae in the LGN (see below), which supportrioéion of two separate cell
classes. As explained in Section 2.6, the main physiolbdifference between these
two classes is that X-cells show are linear spatial summatia sustained responses,
while Y-cells have nonlinear receptive fields and respont wansients (Enroth-Cugell
and Robson, 1966). Further, due to their larger dendrigiedy Y-cells have larger re-
ceptive fields than X-cells. Finally, Y-cells show a substdly higher contrast gain
than X-cells, which has been suggested to be the conseqatrexeptive field nonlin-
earities (Shapley and Victor, 1978).

4.8.2 Subtypes in the Primate Retina

In the primate retina early studies suggested that a simhigdinction can be made be-
tween ganglion cells with narrow and wide receptive fieldd sustained and transient
responses (Leventhal et al., 1981). These two classes Bed parvocellular (PC)
and magnocellular (MC) cells, respectively (reviewed irplea and Benardete, 2001).
PC-cells have their morphological correlate in midgets;edind MC-cells in parasol
cells (Perry et al., 1984). As for X and Y-cells in the cat,itl@xons project to distinct
regions of the LGN (Dreher et al., 1976), and the contrast gaihigher in MC than in
PC-cells (Lee et al., 1990).

A closer examination of the properties of PC- and MC-cella/éner shows that the
homology between PC/MC and X/Y-cells is only partially @aliKaplan and Shapley
(1982) reported that of the magnocellular neurons theyiatuith the LGN, only 25%
showed the same degree of nonlinear spatial summation afisy-Benardete et al.
(1992) found different forms of contrast gain control in Mglit not in PC-cells, sug-
gesting a homology between different subclasses of MG-¢ellC'y and M Cy') and cat



Chapter 4 Anatomy and Physiology of the Model Retina 37

X and Y-cells. Also it seems that the degree on nonlineasitynimodally distributed
in primate MC-cells (White et al., 2002), while a bimodaltdisution was reported for
the cat Y-cells by Hochstein and Shapley (1976a) (but unatitydhas been reported
for the mouse retina by Carcieri et al., 2003). This evidesuggests that the parvocel-
lular system may have been developed specifically in prisfateimproved acuity and
colour vision. Furthermore, it seems that the classificatioX/Y and MC/PC accord-
ing to the response-linearity could be problematic and adna a revision (Derrington
and Lennie, 1984; Rodieck and Watanabe, 1993; Usrey and R&d@; Carcieri et al.,
2003).

4.8.3 Receptive Field Organisation

This study focuses on a linear and a nonlinear subclass afligarcells in both the

cat and in primates. In the first part (Section 5), X- and Yscel the cat retina were
investigated as defined by their anatomical and physiocédgioperties. The second
part (Sections 7 and 8) focuses on the primate retina, antearliand nonlinear type
was considered that would best fit into the classificationrasal PC- and nonlinear
MC-cell.

Common for all ganglion cell types in the model is excitatmgut from bipolar cells,
which originates from sustained bipolar cells for lineangigon cells and from transient
bipolar cells for the nonlinear type. Further, GABAergitilpitory connections from
wide-field amacrine cells contribute to the surround ofezitlype (see above). The rela-
tive contribution of the inputs were spatially weightengd3aussian distributions, with
the strongest input into the center of the hypothetical déadield of the cell. For all
cell types, the inhibitory input extended over 3.3 timesithput to the center (Linsen-
meier et al., 1982; Lee et al., 1998). The resulting recegteld is then “Difference of
Gaussians’-shaped (see Sections 2.5 and 4.3). For eadipeelthe size of the center
was derived from anatomical data, and it should be notedhbkadffective physiological
receptive field is larger due to optical blurring and the pregptic circuitry.

4.9 Computer Simulations

The simulation software was developed in the programmingdage C++. Each cell
type was implemented as a C++-class, and cells of the saneevigpe arranged on
discrete two-dimensional layers. Each of these (rectamplayers also contained a
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description of the location of each neuron on the hexagomal gtimuli were repre-
sented as numerical values on a two-dimensional layer, ayitxel-density of at least
five times the density of the photoreceptor layer to prevpatial sampling errors (this
factor was set to ten in those cases where eye movementsiwerdad).

The activity of each neuron was calculated according to thgaEon 4.1 in double pre-
cision. For numerical integration, either the Euler-meitfor the results of Chapter 5)
or second order Runge Kutta method (for the results of Cng6i8) was used with

a time-step of).1ms. In all cases, these methods provided the necessary naneric
stability.

At each time step, the input for each neuron, as defined bgdesptive field, was cal-
culated by convolution with an appropriate filter kernel.n@alution was performed in
Fourier-space on the stimulus layer and, as fast 2-dimeak@nvolution in Fourier-
space on discrete hexagonal grids leads to sampling ebydirect multiplication of
the filter kernels with the activity of the respective inpayér. To increase the simula-
tion speed, all convolution kernels were computed aheddeagiimulation and stored in
lookup-tables.

During the simulations, the activity of individual neuronas recorded in files for sub-
sequent analysisData analysis was then performed on the saved data setpaitiar
dedicated C++-programs, xmgracer Matlab?.

The simulations were performed on a cluster of Intel x8Gdkinomputers, using code
generated by the the GNU C and C++-compilers (GC@®)I Fourier transforms in
the simulations where calculated using the the FFTW-Lib(dfastest Fourier Trans-
form in the West"}, and some of the data analysis relied on the GNU Scientific Li-
brary (GSLY for integration and curve fitting.

For data storage, the IGB image format, a generic data fotmatore 4-dimensional data, was
used Ottp://ww. enel . ucal gary. ca/ ~vi gnond/ f | ounder).

2http://plasma- gate. wei zmann. ac. il / G ace/

SMathworks, Inc.ht t p: / / www. mat hwor ks. cont

“http://gcc.gnu.org

Shttp://ww. fftw org/

Shtt p: // www. gnu. or g/ sof t war e/ gsl /



Chapter 5

Nonlinearities in X- and Y-Cells of the
Cat Retina

As outlined in Section 2.6, spatiotemporal summation inefscin the cat and PC-
cells in the primate is essentially linear, but cat Y-celid @rimate MC-cells both show
similar pronounced nonlinearities. These nonlineardresthought to be a consequence
of a contrast gain control mechanism and also lead to thead$é&equency-doubling
for contrast reversed grating stimuli (see Section 2.6, ). Especially cat Y-cells are
experimentally well characterised, but the origin of theselinearities is still unclear.

Early studies suggested that Y-cells receive input fromllsn@alinear receptive field
subunits, because the nonlinear receptive field compose@risitive to higher spatial
frequencies than the linear component (Hochstein and 8ap976a; Victor, 1988).
Commonly, nonlinear amacrine cells were suspected to foeset subunits (Fisher et
al., 1975; Hochstein and Shapley, 1976a; Frishman and himeger, 1982) and several
nonlinearly responding amacrine cell types have been iftehi{Freed et al., 1996).
Yet no study has so far clearly identified a particular anmecgell type that may be
responsible for the frequency-doubling nonlinearity imgjgon cells. Evidence exists
that nested feedback from narrow- and wide-field amacriiie aeto bipolar cell axon
terminals may contribute to transient responses (Rosk#,et398; Passaglia et al.,
2001; Nirenberg and Meister, 1997), which is a common featiiry- and MC-cells.
On the other hand, a study which was based on the pharmacalagactivation of parts
of the retinal circuitry provided evidence for a less impaitrole of the amacrine cells
in generating nonlinear responses (Demb et al., 2001).

As an alternative hypothesis it has been suggested by Gaul®92b) that nonlin-
ear ganglion cell responses could arise from the respongefies of photoreceptors.

39
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PARAMETER | EQN. | DESCRIPTION VALUE
TCase 4.2 Time constant of thés! low-pass filter (i=1).| 10 ms

16 4.3 Strength of cGMP re-synthesis. 0.6ms1
a, Y 4.4 Rates of efflux and influx of ions. 0.6ms™!
c 4.4 | Impact of[cGM P] on [Ca*"]. 0.42ms ™"
Ay 4.5 Activation of the h-current. —0.4V
Sy 4.5 Slope of the activation function faf,. 10Vt
On 4.5 Increase/decay rates foy. 0.025ms~!
Cp 4.6 Membrane capacity. 100pF
qp 4.6 | Unit charge transported by tkign** current.| 1-107°C
qr 4.6 Unit charge transported by thg current. 6-107°C

TABLE 5.1: Constants, variables and parameters of the photdmrogdel. It con-
sists of the following stages: (1) three cascaded low-plsssf(Eqn. 4.2), (2) hydroli-
sation of the second messenger cGMP (Eqgn. 4.3)@atl-dependent resynthesis,
(3) in- and outflux ofCa2+ (Eqn. 4.4), (4) the hyperpolarisation-activatég cur-
rent (Bader and Bertrand, 1984; Demontis et al., 1999) (Bds). and the calculation
of the photovoltage (Eqgn. 4.6). Concentrations of seconslsemgers and cations are
calculated in dimensionless units relative to the bouredd0, 1] and the photovoltage
is calculated in Volts.

This assumption was derived from a modelling study whereezip push-pull cir-
cuitry along with the wide receptive field of Y-cells was falto be the main source of
nonlinear behaviour (Gaudiano, 1992a,b,c, 1994; Gaudiaab, 1998). In the simple
model used in these studies it was assumed that all ganglibtyjges receive mixed in-
put from the ON- and OFF-bipolar channels, but recent erpantal evidence only sup-
ports an unidirectional interaction from ON to OFF-cellag@hloul et al., 2003). How-
ever, because the influence of amacrine cells on nonlinsponses has been shown to
be only minor (Demb et al., 2001), it may be possible that thet@receptor response
in combination with convergence properties can influencargtion cell’s linearity.

In this chapter, the results of a detailed model study of catrXl Y-cells reinvestigating
these ideas will be presented. By quantifying the contitimst from the realistically
modeled photoreceptor and a nested amacrine circuit toigargell nonlinearities, it
will be shown that both have a distinctive influence on thedity of ganglion cell
responses.
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5.1 Materials and Methods

5.1.1 Model Retina

The model aims to simulate a patch of the central cat retigi@muphotopic conditions.
A general description of the model is provided in Sectionetelthe specific parameters
of the model will be summarised. Model neurons are arrangea wvo-dimensional,
regular hexagonal grid representing 4.8 by 4.8 deg visugleaof the area centralis.
Distance between two photoreceptors was chosépas assuming an estimated pho-
toreceptor density 025000 cones/mm? in the area centralis (Steinberg et al., 1973;
Wassle and Boycott, 1991). This distance corresponds tsuwalvangle of approxi-
mately 1.7 arcmin (Vakkur and Bishop, 1963). Optical blugrhas been included by
attributing a Gaussian shaped spatial sensitivity profiledach photoreceptor with a
standard deviation of 6 arcmin (Smith and Sterling, 1990he &nalysis focuses on
On-center cells, because the corresponding literatueealktws for quantitative mod-
elling of this cell class, while more unknowns remain for @i#-center cells (see Sec-
tions 5.2.10 and 5.3). The relevant model parameters ustisichapter are provided
in tabular form in Tables 5.1 and 5.2.

5.1.2 Stimuli

As stimuli, non-coloured luminance modulated full-fielcsth@s and sine-wave gratings
were used. Except where noted, 100% Michelson contrast sexk I'he sine gratings

were contrast reversed with a temporal frequency of 4Hz hadpatial frequency was

varied between 0.25 and 5.56 cycles per degree (cpd).

5.2 Results

5.2.1 Photoreceptor Responses

The responses and properties of simulated photoreceptoshawn in Figure 5.1. The
top row demonstrates the nonlinear characteristics ofdbpanses, which will be one
central aspect used to explain the nonlinear behaviourmglga cell responses. Parts
E and F compares simulated to real photoreceptor charstoteriAdditionally, dinear

photoreceptor was implemented as a low-pass filter, witloyt saturation or other
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FIGURE 5.1: Characteristics of the simulated photoreceptor (ftaits, see main
text). A-C, Responses to a flash (A, 150ms, B, 10ms, stimuhgsvs on bot-
tom) and to sinusoidally modulated luminance (C, 4 Hz) ated#nt light intensi-
ties @.5—7 log photongmm?). The inset in B shows data from a macaque cone (mod-
ified from Schneeweis and Schnapf, 1999). D, The first (F1)s@ednd harmonic (F2)
response component at different spatial frequencies.utgwwas a sinusoidally mod-
ulated sine grating with a mean luminancetlufy photongmm? and the 90 deg phase
centred above the cell. The drop-off at high spatial fregiemnis due to the optical
blurring of the stimulus. E, The response amplitude of thetgteceptor as function of
the light intensity, measured at the peak (circles), 18res afimulus onset (squares)
and at the peak of the depolarisation after stimulus offdianfonds). Stimulus was a
10ms flash. The lines show fits with the Michaelis Menten fiamcz = Rmaxﬁflo,
where R, is the maximal andz the actual response amplitudethe stimulus in-
tensity andl, the stimulus intensity that leads to a half maximal resporsd-lash
sensitivity of the simulated photoreceptor (line) and diaten four different cones
from the macaque (data taken from Schneeweis and Schn®#f).19ensitivitySy, is
expressed as the response divided by the flash intensitysarwtrnalised by the dark-
adapted sensitivityyp. The abscissa is in units of the background intensitylivided
by the background intensity that halv€s. G, Response of the “linear” photoreceptor
model (see text) to sinusoidally modulated luminance (g as in C). H, Spatial
frequency tuning curve of the “linear” photoreceptor ma@gimulus as in C).
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Uc/deg Us/deg Erev,z’nh T
Horizontal Cell 0.72% |- - 20ms
Bipolar Cell 0.122 | 0.72% | —70mV * | 10ms
Transient Bipolar Cell Terminal 0.12° | 0.72°> | —70mV ® | 10ms
Wide-Field Amacrine Cell 0.50 |- —70mV " | 10ms
Narrow-Field Amacrine Cell | 0.12 0.50 —70mV 8 | 10ms
Type-1 Amacrine Cell 0.12 - - 10ms
X Ganglion Cell 0.18° [0.591° | —70mV | 10ms
Y Ganglion Cell 0.50° | 1.65% | —70mV | 10ms

!Nelson (2977),

2Nelson (1977),

3via Horizontal cells,

4GABA C; Feigenspan et al. (1993),
Sidentical to Bipolar Cell,

Sidentical to Bipolar Cell,

'GABA A; Flores-Herr et al. (2001),
8Glycine; Flores-Herr et al. (2001),
9Cohen and Sterling (1991); Freed and Sterling (1988),
10 insenmeier et al. (1982),
1GABA A; Flores-Herr et al. (2001)

TABLE 5.2: Parameters used in the simulations. The receptive daiter ¢.) and

surround §) radius is the anatomic extend of the subfield that receieapic input.

E,cv.inn 1S the reversal potential for inhibitory synaptic transsies andr the mem-

brane time constant. The nested amacrine circuit (seecBettr) includes a glyciner-

gic wide-field and a GABAergic narrow-field amacrine cell.eTtype-1 amacrine cell
provides surround inhibition to ganglion cells.

nonlinearity. Its behaviour is shown in parts G and H. It wasdias a tool for circuit
dissection by allowing for the differentiation of photoegtor-induced nonlinearities
from other nonlinearities.

Typical responses of the model photoreceptor are showrgmr&is.1A, B and C. The
response to a 10ms or 100ms flash at various intensities (Bastlows a sharp ini-
tial transient hyperpolarisation of the membrane potémirach is followed by a sus-
tained response and terminated by a short depolarisatigghaiffset. This behaviour
is very similar to recordings of the photovoltage from thecague cone photorecep-
tor (Schneeweis and Schnapf, 1999, see inset in B) apartdrshghtly slower repo-
larisation in the macaque data at high luminance of unknaigiro Similar to the re-
sponses to flashes, a sinusoidal modulation of the lumin@iceads to a pronounced
asymmetry between the light and dark phase of the resporssghdwn experimentally
for rods, this harmonic distortion is mainly caused by fheurrent (Demontis et al.,
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1999), which acts as a delayed rectifier. This is also reflertehe Fourier analysis
of the responses. The strong second harmonic componentndi€ates a substantial
distortion of the stimulus.

A common property of photoreceptors is a saturation charistic which follows the
Michaelis Menten function, and that of background deseadion according to We-
ber’s law (McNaughton, 1990; Fain et al., 2001). Both arelwegroduced by the
model, as shown in Figures 5.1E and F. In close correspordeitic experimental data
measured by Schnapf et al. (1990) and Schneeweis and Sdis@9), the saturation
of the response fulfils the Michaelis Menten relation (FidlE5. The decrease of the
flash sensitivity with increasing background illuminatisralso in accordance with ex-
perimental data (Fig. 5.1F; Schneeweis and Schnapf, 1999).

Figures 5.1G and H show, in comparison, the behaviour of tlaégoeceptor responses
after linearisation. A “linear” photoreceptor consistdyoof a cascade of low-pass
filters specified by equation 4.2, hence acts as a simplerlfiieg. Note that therefore
the second harmonic (F2) is virtually non-existent for ihe&r photoreceptor in H.

5.2.2 Nonlinearities in the Outer Retina

As shown above (Fig. 5.1D-F), the response of a photorecepsm equal increment or
decrement in luminance is not of the same magnitude, it ratbpends on that actual
state the photoreceptor is at a given time. This effect &kl visible in the simulated

responses of horizontal cells using a stimulus paradigraduoiced by Lee et al. (1999).

If the stimulus consists of a temporally sinusoidal modedaluminance change at a
low mean luminance, the resulting waveform does well refleetwaveform of the
sine wave (Fig. 5.2A, B). The stimulus is now modified by addinsecond sinusoidal
modulation with a higher temporal frequency and lower atagk to the slow “car-
rier wave” (Fig. 5.2C). At low mean luminance, the shape @f ithput signal is pre-
served (Fig. 5.2D). At higher luminances however, the sertgifor the high frequency
modulation drops as the light intensity of the slow carrieweincreases (Fig. 5.2E, F).
For comparison, the recordings of Dacey and colleaguesharersin Figure 5.2G.

The effect is easy to understand if one considers how thdaietiphotoreceptor works.
Equation 4.2 in Section 4.4 describes the hydrolisationGi¥1® during light stimula-
tion. This is mediated by the concentration of activated RODED E'«]), which lin-
early depends on the stimulus intensity. The change of theasdration oG M P by
hydrolisation ¢GM P — GM P) however is described by the multiplicative relation
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FIGURE 5.2: Sensitivity of horizontal cells depends on the backgtbluminance.
A-B, A slow, high contrast sinusoidal luminance modulati@) leads to a similar
modulation in horizontal cells (B). C, The stimulus used isF2onsits of the slow
modulation shown in A, onto which a high frequency low costrsinusoidal modula-
tion was superimposed. D-F, Responses to the stimulus ind@fatent background
luminances (indicated ak,.., in the graph). The response to the fast modulation
is increasingly compressed for a high background lumingoompare D and F). G,
Recordings from a horizontal cell show the same effect. Témes show from top to
bottom a response to the stimulus shown in C, a response tovitfeequency modu-
lation and the difference between the two traces. The lowagstgshows the principal
Fourier amplitude of the responses at a background lum@éahd,000 troland (open
circles) and 100 troland (filled circles). The figure was takem Lee et al. (1999).

[PDEx|(t) - [¢<GM P](t), which means that the gain of the photoreceptor depends on
the background luminance (the work of Nikonov et al. (20@(orts the existence of

a similar mechanism in rods). Thus, when the carrier wavkgec to its minimum, the
sensitivity of the receptor to the small modulations is leigthan for the peaks. This
leads to the observed compression of the response at the. peak

5.2.3 Responses of all Retinal Cell Types

Traces of simulated activity of the different retinal celhgses for contrast-reversed
gratings are shown in Figure 5.3. The diagram shows two $atssponses to either
a counterphasing (A) or a sinusoidally modulated (B) goaitimulus at five different
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Transient Wide-Field Narrow-Field
A | | | Horizontal ON Bipolar Bipolar Cell Amacrine Amacrine XOn Y On
Photoreceptor Cell Cell Terminal Cell Cell Cell Cell

N

Time

FIGURE 5.3: Responses of the different simulated cell types fonugttion with a
contrast-reversed sine grating. The contrast reversalefthsr counterphasing (A)
or had a sinusoidal temporal wave-form (B). The spatialdegpy was 0.8 cpd. The
vertical position of the responses indicates the locatfdahecells relative to the spatial
stimulus phase, as shown on the left margin. Dotted horédinies indicate the dark
potential of each cell type. The vertical calibration at Hudtom bars indicatémV .
In this case, the second harmonic component of the widedirlacrine cell and Y-cell
reaches 70% and 50% of the first harmonic amplitude, respedcti

spatial phases. For cells located at zero-phase of the Isnjcenter traces) there is
no mean luminance modulation across their receptive figldevery point in time. A
photoreceptor placed at exactly this location will indeed mespond (leftmost-center
traces in A and B). Significant second harmonic deviatioosnfiNull-responses are
only visible in the Y-cells and wide field amacrine cells (especially B).

The top and bottom traces represent ##)°-phases of stimulation and accordingly
responses are dominated by first harmonics in all but thedtal cells. In wide-field
amacrine cells and Y-cells, a substantial second harmastiartion is observed.

Horizontal cells behave somewhat differently. At first,rdhare small, but still clearly
visible second harmonic deviations from the Null-respor&ech tiny but distinct sec-
ond harmonic responses are also clearly visible at a clos&rih the data of Lankheet
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et al. (1992, their Fig. 3). In this simulation, the spatraguency was 0.8 cpd in order
to show the frequency-doubled activity of Y-cells. Thisdedo the situation that the
wide receptive field of the horizontal cell is not optimaltynsulated such that the first
harmonic modulations are not visible here.

The existing small second harmonics in the horizontal cgliggests that there is a
nonlinear influence early in the retinal pathway, while tieddviour of the wide field
amacrine cells indicates additional, later occurring m@dr input to the Y-cells. In
general it seems that cells with wide receptive fields tenshtmwv stronger deviations
from the Null-response than cells with small receptive Beldls will be shown later, the
receptive field size is indeed one important parameter mtitiearity of retinal cells.

The transient bipolar cell terminal responds very phasécdounterphasing grating (A).
This is due to the delayed inhibition of the amacrine pathwayich reduces the late,
tonic response (see Fig. 4.3 in Section 4.7). Y-cells, whedeive input from transient
bipolar cell terminals, consequently respond more trantlgighan X-cells. Another
observation is that generally the maintained responseitoramstimuli as well as the
mean response to gratings of Y-cells is smaller compareddells. This is due to the
inhibition by the amacrine-bipolar cell circuit and is incacdance with experimental
findings (Sato et al., 1976; Troy and Robson, 1992).

Figure 5.3 also illustrates that frequency-doubling ordgwss in the temporal, but not
in the spatial response of Y-cells. A comparison of the gatly aligned traces of Y-cell
activity shows that the second harmonic responses are sldeppolarising and are not
separated from the first harmonic responses by a gap of rédigglarisation. Hence
the spatial activity pattern in Y-cells shows, as a resulthef nonlinearity that leads
to frequency-doubling, also a certain degree of harmorstodion, but not spatial fre-
guency doubling. This result is consistent with recenttedgtysiological data (White
et al., 2002) and contradicts the assumption that the fregyudoubling illusion (Kelly,
1966, 1981), where the spatial frequency of a rapidly ceivr@versed grating appears
to double, is a direct consequence of the Y-cell nonlinearihat lead to temporal fre-
guency doubling (Maddess and Severt, 1999).

5.2.4 Tuning of Horizontal-, Bipolar- and Amacrine-Cells

Figure 5.4 shows the spatial frequency tuning curves fanalliieled cell classes except
photoreceptors and ganglion cells. The curves for the firdtsecond harmonics in-
tersect only for horizontal and wide-field amacrine celts, the other cell classes the
first harmonic always dominates. This indicates nonlinedralwiour in these two cell
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FIGURE 5.4: Amplitude of the first (F1, circles) and second harmdFRi2, squares)

response components of horizontal-, bipolar-, and amacudalls as function of the

spatial frequency. Stimuli were sinusoidally modulatetesivave gratings, and re-

sponses were obtained at @ -phase. The curves are scaled to the maximum first
harmonic response of the nonlinear photoreceptor in Fid 5.

types at spatial frequencies where the second harmonienesgomponent exceeds the
first harmonic component. It is especially pronounced intide-field amacrine cells,
where the second harmonic is almost equally strong as theetien for the low spa-
tial frequencies. The bipolar and narrow field amacrine, ogllthe other hand, behave
largely linear.

For the simulated horizontal cell, the second harmonicaesp component is weaker
than for the photoreceptor. At at low spatial frequenciéss about a factor of 10
smaller than the first harmonic component, which is in acaocd with experimental
data by Lankheet et al. (1992). More recent recordings framhBrizontal cells in
the macaque (Lee et al., 1999; Smith et al., 2001) show aagiindrmonic distortion
that could be reproduced with the photoreceptor model (sstidh 5.2.2). On the
other hand it was not possible to reproduce these resposses the linearised pho-
toreceptor. This supports the notion that horizontal cefilimearities derive from the
photoreceptors.

As noted above, both wide-field amacrine and horizontas celegrate over a large spa-
tial area. As a consequence, they essentially collect acuhadate the asymmetrical
parts of the photoreceptor responses leading to second ped&s in their responses.
The aspect of spatial integration of nonlinearities wil@abe central to the discussion
of the spectra of Y-cells in the following sections.
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FIGURE 5.5: First (F1, circles) and second harmonic (F2, squaesgp)anse ampli-

tudes of an X- (A) and a Y-cell (B) at different contrast leelStimuli were sinu-

soidally contrast reversed sine gratings at differentiapfiequencies at maximum

modulation (i.e.,.90°-phase). The responses are normalised to the maximum of the
strongest first harmonic response of each cell.

5.2.5 Contrast Sensitivity of Ganglion Cells

Figure 5.5 shows the amplitudes of the first and second haocmesponse compo-
nent as function of the contrast for simulated X- and Y-celsr both cell types, the
first harmonic increases monotonically and approximatebpertional with contrast.
In experimental studies under photopic conditions, theeslof this curve is typically
lower (Troy et al., 1993), indicating that additional cadtr gain control (Shapley and
Victor, 1978) and adaptation mechanisms (Smirnakis €1@97) act in the retina which
have not been included in the model. The second harmoniomesp increase stronger
with increasing contrast than the first harmonic and arenggofor Y-cells. For both
cell classes, second harmonics are detectable from abowg 26% contrast. This is
close to the observed experimental threshold for secomddracs in Y-cells which are
detectable just above 15% contrast (Hochstein and Shd@éga).

5.2.6 Spatial Frequency Tuning of Ganglion Cells

Figure 5.6 shows spatial frequency response curves (sudisllobtained from the mem-
brane potential of X- and Y-ganglion cells and from modifidalisgs of them, which
were derived by changing some properties of the circuitryl these modifications,
which are described below, only affect the second harmadilbeoresponses; the first
harmonic curves remain almost entirely unchanged.

First harmonic spatial frequency response curves for cetelyl modeled X- and Y-
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FIGURE 5.6: Amplitude of the first (circles, F1) and second harmdeguares, F2)
response components of an X- (A) and a Y-ganglion cell (C) modified siblings
of them. The insets in A and C show first harmonic responsegiraat experimen-

tally (modified from Freeman, 1991, his Fig. 1). The X-likdl¢®) is identical to
the X-cell apart from having used the “linear” photoreceptmdel. Y-like cells (D-F)
differ from the Y-cell with respect to the photoreceptor rabdnd their presynaptic
circuitry. The curves were obtained at maximum modulatian,00°-phase) with si-
nusoidally modulated gratings. All curves are scaled tontlaimum first harmonic
response of the X-cell (A). The dashed lines in A and C showsfisial frequency
tuning curves after rectification of the membrane potemtidhe resting level. Here a
linear relationship between membrane potential and spiteewas assumed.
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cells (A, C) closely resemble those reported in the liteea(gee insets in A,C, Free-
man, 1991; Troy et al., 1993, 1999). Second harmonic regsofts Y-cells match
those reported for membrane potential recordings by Denalh €1999), but differ in
shape from those studies that recorded action potentialo{E=Cugell and Robson,
1966; Hochstein and Shapley, 1976a). This is a consequéiice balf-wave rectified
characteristic of the impulse rate functions, which cutayathe subthreshold part of
the response. It leads to a strong attenuation of the seanabimic component at low
spatial frequencies. To illustrate this, dashed lines im4 @ show tuning curves after
half-wave rectification.

The peak in the first harmonic response component resuitstfie receptive field cen-
ter size of the cell, which determines its spatial filterifiga@acteristics. The second
harmonic response shows that X-cells respond fairly ligearer a wide range of spa-
tial frequencies, while Y-cells behave nonlinear at higatsp frequencies.

To investigate the different factors contributing to thalearity of the simulated cells,
in the following some properties of the model have been cédngigure 5.6B (as well
as D, F) was obtained by linearising the photoreceptor resgx) while keeping all
other parameters identical to those used in A or C, respytifhis removes all non-
linear contributions of the photoreceptor to the netwode(Eig. 5.1 for a comparison
of the photoreceptor responses). For the X-cell, this ésdlgrieads to a uniform re-
duction of the second harmonic response components (cenBpaiith A), indicating
that nonlinear responses are reduced in a similar way fepaliial frequencies. Y-cells
also show a reduced second harmonic response (compare CCyyittut the nested
amacrine circuit clearly affects the second harmonic nesepso no simple downward
shift is observed.

Panel E represents a Y-cell modeled without the nested ameaarcuit, which in the
following will be called an 'amacrine-lesioned Y-cell’. WMin the constraints of our
model, such a cell could be imagined as an X-cell with an gMarge receptive field.
Nevertheless, for high spatial frequencies the seconddraonesponse dominates over
the fundamental response. This supports the notion thaha@hénear behaviour of
ganglion cells is related to the receptive field size.

Linearisation of the photoreceptor responses has, for acane-lesioned Y-cell, ex-
actly the same effect as for a normal X-cell: The second haroraurve is again shifted
downwards (compare E with F). Note, that, despite of thesmlisations, still a weak
second harmonic response exists in both the X- and Y-cgloreses. This reflects the
harmonic distortion caused by synaptic transmission, ifleded by the passive neural
membrane equation (Eqn. 4.1, Section 4.2). It shows thaiftea neglected boundary
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effects of the reversal potentials for ionic currents dgisgnaptic transmission are also
a potent source of nonlinearities. Therefore, a full limreaponse would only possible if
none of the ionic reversal potentials introduce saturgtiants to the voltage response,
which otherwise always lead to response distortions.

Comparing the 'amacrine-lesioned Y-cell’ with a normal Yl&hows how the nested
amacrine circuit affects the second harmonic responsegh&dinearised cases (D, F)
the effect is most clear. For low spatial frequencies, treggteamacrine circuit attenu-
ates and for high spatial frequencies it enhances the sd@yntbnic component in the
responses. A qualitatively similar but weaker effect osawith a nonlinear photore-
ceptor (C, E).

Linearisation of the photoreceptors as well as the remdthleonested amacrine circuit
both act 'linearising’ on the responses. The overall maglatof this effect, however,
is different for both procedures and it seems that linetosaf the photoreceptors has
a stronger influence as compared to the removal of the aneaciricuit. This can be
assessed by comparing panels (C) with (E), which shows therranild influence of
amacrine-lesioning as opposed to a comparison of panelwi(€)D) where a much
stronger, though non-uniform, drop of the curve of the sddoarmonic responses is
visible.

5.2.7 Dissecting the Nested Amacrine Circuit

In order to better understand the non-uniform influence efrtested amacrine circuit,
its subcomponents were selectively shut down. Here, ordgaeses obtained from
ganglion cells with linearised photoreceptors were careid in order to concentrate
on the nested amacrine circuit as a source for nonlinegsritie

The influence of the circuit subcomponents can be understdgwmh comparing the
partly active nested amacrine circuit (Fig. 5.7B, C) to tih@adgion when it is fully shut
down (A). First, the curves in Figure 5.7 A and B are almosntam=l showing that
wide-field cells alone do not influence linearity.

The situation is different in Figure 5.7C. Here only the parfield cell is active. The

consequence is a strong general inhibition and a subdtatteauation of the second
harmonics at low frequencies. Finally, the combined actibnarrow- and wide-field

cell leads to the shape of the curves in D. For a detailed agfilan of the underlying

effects, see the legend of Figure 5.7.



Chapter 5 Nonlinearities in X- and Y-Cells of the Cat Retina 53
no Amacrine WF Amacrine NF Amacrine all Amacrine
A celis active B cell active only C cell active only D celis active
1E = = -

F T ||||I T |||||E F T |||||| T |||||E F T |||||||| T |||||E F T |||||||| T |||||E

[} C 7 C 7 C ] o oF1 7

g 1 r 1t 1 =F2 ]

o i ] i ] i ] i ]
o

» L | L | L | L |
o
o

- 0.1 — = — = — — —

Q - . - . - . - .

N C ] C ] C ] C ]

E L _ L _ L _ L _

g - . - . - . - .

5 L ] L ] L ] L ]
2

001 11 IIIIIII 11 LIl 1 IIIIIIII 11 LIl 11 IIIIIII | AR 11 IIIIIII | N

0.1 1 10 0.1 1 10 0.1 1 10 0.1 1 10

Spatial Frequency (cycles/degree)

FIGURE 5.7: Amplitude of the first (circles, F1) and second harmdsipiares, F2) re-
sponse components of a Y-like ganglion cell while in-adiiv@certain subcomponents
of the nested amacrine circuit while using the linear pteteptor model. The same
stimulus as in Figure 5.4 has been used and curves are soalled maximum first
harmonic response of the X-cell in Figure 5.6A. Parts A and®raproduced from
Figure 5.6F and D and show the cases with inactivated andduative nested amacrine
circuit, respectively. In B the excitatory input from theoblar to the narrow-field cell is
shut down while the bipolar cell terminal still provides irifio the wide-field amacrine
cell. The negative output of the wide-field cell enters theaw field cell from which
a recurrent negative connection exists. As a result thewdield cell remains mainly
hyperpolarised to the reversal potential of the inhibitouyrents and does not inhibit
the bipolar cell terminal. Therefore, the curves are alriumsttical to those in A. In C,
the wide-field cell is shut down. This leads to a removal ointiibition at the bipo-
lar cell terminal and thus to a strong reduction of the firgii@nic component. In
comparison to A and B, it also leads to a specific depressidgheo$econd harmonic
at low frequencies. This behaviour can be explained by skbanmonic content of
the membrane potential above the threshold introducedéyetrersal potential of the
inhibitory currents in the target cell (which is close to theting potential) at different
spatial frequencies. To visualise this influence, the thirve in C shows the second
harmonic of the narrow-field cell obtained after half-waeetifying the responses at
the reversal potential. The second harmonic of the rectifisgonse of the narrow-
field cell is weak for medium-high spatial frequencies, leseathe narrow-field cell
is partly hyperpolarised in this range. Thus, the thin cusvessentially a mirror im-
age of the second harmonic curve of the ganglion cell, whiflects the fact that the
narrow-field cell indirectly inhibits the ganglion cell.
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FIGURE 5.8: Spatial frequency tuning curves of a simulated Y-didled symbols)

and the same cell, after blocking all inhibitory synapseth@inner retina (open sym-

bols). Circles indicate the first (F1) and squares (F2) tloersg harmonic response

component. Responses are scaled to the maximum of the firabh& response of
the Y-cell. The same stimulus as in Figure 5.4 has been used.

These results partly reproduce experimental resultsh{ffidé and Linsenmeier, 1982).
In this study, the GABA antagonist picrotoxin had a similteauating effect on the
frequency-doubled responses that is observed when reqthenGABAergic connec-
tions from the narrow-field amacrine cells to the bipolalhinals in the model (about
40% decrease at high spatial frequencies, Fig. 5.7A). Eyrdn enhancement of the
first harmonic component of about 50% is observed. The rehabtae wide-field cell,
which is in the model equivalent to the application of stryicke however had also an
attenuating effect on the second harmonic response (2@%ord@uction at high spatial
frequencies, Fig. 5.7C). This is in contradiction to Fristmet al., who report a increase
of nearly 200%. This might be caused by other direct glygrmanput on Y-cells which
have not been included in the model (Freed and Sterling,)198®y other effects that
are caused by the injection of the antagonists into the badtsdstream. The first har-
monic component, however, was attenuated to about 50%hwdagain in accordance
with Frishman’s results.

5.2.8 Removing all Inner Retinal Inhibition

In a recent paper, Demb et al. (2001) have applied a mixtuspetific GABA- (all
types) and glycine-receptor antagonists in order to bldtknhibition in the inner
retina. They report an increase of the second harmonic nsgp@specially at high
contrasts. Accordingly, the authors conclude that thiseerpental procedure, which
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mainly affects the amacrine circuitry, leads to an incrdasenlinear behaviour at the
ganglion cells. As a consequence, they further concludelieanfluence of amacrine
cells on the nonlinearity of ganglion cell responses mighldss strong than originally
suggested.

This experiment was reproduced using the model by shutomghdhe nested amacrine
circuit and also the other remaining amacrine influence ftioentype-1 amacrine cell,
which mediates surround inhibition to ganglion cells (F@). This effectively creates
a ganglion cell with a strongly reduced surround with theteesize of a Y-cell. Both,
the first and second harmonic responses increase by ap@i@kyna factor of 1.5. This
is in accordance with the findings of Demb et al. It seems, kewéhat elimination of
inner-retinal inhibition has basically a broad enhancitigat which affects all response
components in the same way (see the first harmonic curve irbF8y

5.2.9 Influence of Photoreceptor Convergence on Ganglion @¢élon-
linearities

In Figure 5.6A, E it was observed that a part of the nonlinedaviour may result from
the receptive field size, because these panels differedmtitys respect. Accordingly,
in Figure 5.9 the complete cell models and their dissectediaes by changing the
receptive field size were investigated. This is equivalerd thange of the number of
photoreceptors converging on the receptive field centas @drticular parameterisation
of the receptive field size has been chosen because theivedsgt size changes with
retinal eccentricity parallel to the photoreceptor dgnsvhile the cone to ganglion cell
ratio is less variable (Wassle and Boycott, 1991). It alléersa better comparison of
X- and Y-cells at different eccentricities. In this way amaically realistic X- and Y-
cells (shaded regions in Fig. 5.9, A, B) were created but mdany others which have
unrealistic photoreceptor convergence numbers.

As before, the curves for the first harmonic response arestlicéentical for the different

conditions. The strong first harmonic response at a conmesgeumber of around 30
photoreceptors reflects the match between the chosen agtirinetjuency (0.93 cpd) and
receptive field size. In addition, in all cases the first harmmaominates for small and
the second for large convergence numbers.

The main effect of the different circuit dissection proceztuis a shift of the second
harmonic curve along the ordinate, while the shape of theealemains the same. Only
for small convergence numbers a slightly different curkais observed in panels (A,
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FIGURE 5.9: Normalised amplitudes of the first (circles, F1) andosdcharmonic
(squares, F2) response component of ganglion cells asdanat the receptive field
size. The receptive field size has been parameterised byuthdar of cones con-
verging onto the receptive field center via bipolar cellsm8tus was a sinusoidally
modulated sine grating of 0.93 cpd. A, Data for a gangliohwihout modelling the
nested amacrine circuit (X-like). The shaded region ingieahe convergence number
for an X-cell at 1 deg eccentricity. B, Data for a ganglionl ¢etluding the nested
amacrine circuit (Y-like). The shaded region indicates abavergence number for a
Y-cell at 1 deg eccentricity. C, D, Data for ganglion cellsrag\ and B, respectively,
but with a “linear” photoreceptor model.

B) versus (C, D). The highest values for the second harm@asisanse were obtained
with nonlinear photoreceptors and an active amacrine iti(éig. 5.9, B), which is

a set of simulations containing the realistic Y-cells (s¢ddd The simulations with
nonlinear photoreceptors but an inactive amacrine ci(é)jtwhich contain the realistic
X-cells (shaded), produce slightly stronger second haresothan those with linear
photoreceptors and an active amacrine circuit (D). The Ilestalalues for the second
harmonic are obtained, quite expectedly, for linear phesteptors and an inactive nested
amacrine circuit (C).

The location of the intersection between both curves ieduis an indicator of the
“degree of nonlinearity” of the specific situation. Cellshibge nonlinear when the
intersection occurs at small convergence numbers and @iy In Figure 5.10, the
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FIGURE 5.10: The degree of nonlinearity as a function of the cone/emence.
Shown are those cone convergence numbers where the firseaeodsharmonic re-
sponse curves in Figure 5.9 intersect as function of theadgegquency of the stim-
ulus. Stimuli were sinusoidally modulated sine wave gggiand only receptive field
sizes in the range of Y-cells (shaded region) and larger wensidered, because re-
alistic X-cells are largely linear anyway. For the spatiadguency range from 0.4
to 1.4 cpd, the shapes of the first and second harmonic curgesnailar to the curves
in Figure 5.9 and it was possible to determine the point @frggction. At lower spatial
frequencies, the location of the intersection was at cgarare numbers that exceeded
the size of the simulated cell grid. The curve labelled (1phgs to the case where
the amacrine cells are inactive and the “linear” photortmrepas been used. In curve
(2) the nested amacrine circuit has been activated. CujveeBesents the nonlinear
photoreceptor without amacrine cells (X-like) and curvgetf# nonlinear receptor and
active amacrine cells (Y-like). The shaded region indigdatee convergence number
for a Y-cell at 1 deg eccentricity. The curves 1-4 in this déag can be fitted by linear
functionse; = ma+b;,1 = 1, ..., 4 (shown as lines) with a slope of = —1.97+0.06
for all four curves and withh, = 6.349, by = 6.073, b3 = 5.981, by = 5.679). A shift
parallel to the y-axis in the double-logarithmic domain dgigalent to a multiplica-
tion in the linear domain, and the resulting relatioph= —b; + by + b3 allows for
the estimatiorb, .+ = 5.705 =~ bs. This shows that a multiplicative relation provides
a reasonable fit for the interaction of different sourcesaflimearities in the model
retina.



Chapter 5 Nonlinearities in X- and Y-Cells of the Cat Retina 58

convergence number at which the intersection occurs isslagviunction of the spatial
frequency of the stimulus for the different cases.

The top curve (1) represents the most linear case, modetbdive linear photoreceptor
and an inactive amacrine circuit. The degree of paralldét ehthe other curves relative
to the top curve indicates the “degree of nonlinearity”adnced through the different
circuit modifications. Curve 2 (linear photoreceptor +aetmacrine circuit) is closer
to the top curve than curve 3 (nonlinear photoreceptor +tiv@@macrine circuit).
Thus, across all spatial frequencies the photoreceptolingamity adds more to the
nonlinear behaviour of ganglion cells as compared to theedemmacrine circuit. The
bottom curve, which belongs to the simulations with nordinghotoreceptor and active
amacrine circuit represent the most nonlinear case.

A mathematical analysis and comparison of the differerésasvealed that the photoreceptor-
and amacrine-induced nonlinearities interact approxigan a multiplicative fash-

ion (for an explanation, see the legend of Figure 5.10). dlnerthe influence of the
amacrine cells is about 25% weaker as compared to the plefus.

5.2.10 Off-Cell Responses

So far, only responses of On-center ganglion cells wereideredd, because the sit-
uation with Off-responses is slightly more complicated aad entirely understood.

Figure 5.11 shows on the right hand side real and simulatggbreses of two different
types of Y-Off-cells reported in the literature (brisk aridggish Off-cell; Cleland and

Levick, 1974; Demb et al., 1999). Only the responses are shavere the stimulation

is balanced over the receptive field. The convergence pattbich leads to these re-
sponses is schematically shown as a skinirgdicating that a spatially relatively broad
distribution of bipolar cell inputs leads to the wide recepfields of Y-cells. The slug-

gish Off-response is derived from an unmodified retinal weknsimulation using the

mirror-symmetric setup as for the On-responses. For thekloell, photoreceptor re-
sponses undergo a nonlinear transformation (see gray dpxat the cone to bipolar
cell synapse, as also suggested by Demb et al. (2001):

3mV B 3mV
1+ exp(—(Vpey — 4mV)/3mV) 1+ exp(dmV/3mV)’

(5.1)

Ve =

wherelVp¢, is the membrane potential after linear synaptic transmmsandV ¢ ,,; the
resulting membrane potential.
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FIGURE 5.11: Responses of two types of Y Off-ganglion cells to a @sttreversed
sine wave grating. The figure shows schematically the sdigligmocessing stages
for two different Off-channels beginning at the photordoep (left) which connect
via bipolar cells and their transient axon terminal (mididke a Y-cell (right). The
vertical alignment of the responses shows the cell locati@hative to the stimulus
phase (middle trace represents the 0 degree phase). Thénamaeais split up at the
photoreceptor to bipolar cell synapse with a nonlinear éngpaces) as compared to
a linear (lower traces) voltage (V) to conductance (g) fi@msation (indicated by
the curves in the gray boxes). This leads to a different asgtmynat the bipolar cell
response. Spatial summation by the ganglion cells (rigices) leads to the brisk (top)
or sluggish (bottom) behaviour. Below each ganglion calpomnse, traces from Demb
et al. (1999) are shown. Vertical calibration bars repreSenv.

In both cases, a frequency-doubled response is visibleshailsi hyperpolarising for
the mirror-symmetric pathway (sluggish), but depolagsior the pathway containing
the nonlinear transformation (brisk). The differencesasen sluggish and brisk cell
responses originate from the different slopes of the riaimg) falling flanks of the pho-
toreceptor responses (see vertical reference lines) hEgrathway of the sluggish cell,
the photoreceptor responses are directly transferredetbigholar cells without much
change. The transient characteristic of the bipolar cathiteal amplifies the steep hy-
perpolarising flanks more than the shallow depolarisingkBdeading to pronounced
hyperpolarising peaks and rather small depolarising peakke terminal (compare
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bottom: 1,2 and 3,4). Linear summation of these responseis & a monophasic
hyperpolarisation of the sluggish cell at each contrasnsal.

For the brisk cell, the rectifying nonlinearity (Eqn 5.1esgper gray box in Fig. 5.11)
leads to a balancing effect for the peak heights of hyper-depiblarising peaks in the
bipolar cells, which have now similar amplitudes. The tfangharacteristic of the
bipolar cell terminal amplifies these transients in the sarag. However, due to the
steeper slope of the hyperpolarising flanks, the hyperisiarpeaks occur earlier than
the depolarising peaks. This produces a pronounced tetrgsyr@metry of, especially,
the top and bottom traces of the bipolar cell terminal resperin the brisk pathway
(compare top: 1,2 and 3,4). Summation of these responsés tea depolarisation of
the brisk cell after a very brief transient hyperpolarigatat each contrast reversal.

A comparison to real data shows that the model captures tienesponse character-
istics of sluggish and brisk cells. However the model dogdguity reproduce the slow
sustained character of the frequency-doubled hyperpgaléons. A physiological corre-
late of the heuristically introduced nonlinear transnaasnight be based on the kinetics
of the kainate receptor that mediates synaptic transnmi$gsiOff-bipolar cells (DeVries
and Schwartz, 1999). Similar to the photoreceptor kinglamate receptors produce
a strong initial (transient) current which is followed by @aker tonic current. In the
tonic phase of the current, the receptors are desensitiska farther transmitter release
again leads to a strong transient current (Wilding and heett1997). The net effect
is that a depolarisation of the photoreceptor at light aftsrises a stronger transient
in Off bipolar cells than for a hyperpolarisation. This reses the asymmetry in the
photoreceptor, which leads to the frequency-doubled @ealtions in Off ganglion
cells.

5.3 Summary and Discussion

In this chapter, the influence of different properties ofrtenal circuitry on the nonlin-
earity of ganglion cell responses was compared by using tuehmetina. Two possible
sources of nonlinear ganglion cell behaviour were invaséid: (i) photoreceptor non-
linearities and (ii) influences from amacrine cells. Modifions of the original model
demonstrated that both had a distinct influence on the lityeaf ganglion cell re-
sponses, and that it is the spatial integration of theseimean signals that leads to the
observed Y-cell nonlinearities. The large receptive fietl¥-cells integrate more of
the nonlinear photoreceptor responses as compared to @ikesix-cells, hence their
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nonlinear responses. The nested amacrine circuit on the¥ bdnd contributes less
strongly and in a less uniform way.

5.3.1 Restrictions of the Model

The model introduced in this study was set up to capture ths&t mgportant aspects of
retinal anatomy and physiology, focusing on cat data. Odla¢gst was used where this
was not available. In the following the potentially reletzamissions of the model will
be discussed.

The model of the photoreceptor is an extension of a desonipif the photocurrent
as given by Schnapf et al. (1990). Its characteristics smlislly contribute to the
nonlinear responses of ganglion cells, thus the matheatat&scription and choice of
parameters is crucial for the model behaviour. The simplifoms made here can be
summarised as:

1. The temporal properties of the amplification cascaderdeggthe activation and
recovery of the involved messengers have been ignored dasggment bleach-
ing (for an analysis, see Laitko and Hofmann, 1998).

2. Allinteractions between messengers have been temyparallspatially linearised
in order to allow for an easier mathematical treatment.

3. Only one nonlinear current-voltage relation (fhecurrent, Demontis et al., 1999)
has been implemented that is crucial for the shape of thaliminsient of the
response (extended analysis of ionic conductances in gegptors provide Yagi
et al., 1997; Demontis et al., 1999).

However, as the model reproduces the most important clesistats of vertebrate pho-
toreceptors (Fig. 5.1), it appears justified to consides guficient in the context of the
addressed questions.

The other cell classes are modeled in a conventional way ing tise membrane equa-
tion and adding important cell specific characteristicg.to i

The horizontal cell network has been simplified in severalsvéhe spatial spread of the
activity is Gaussian-shaped, which is a sufficiently adégaatimate for horizontal cell
receptive fields (Lankheet et al., 1990). Furthermore,ekelback pathway to cones has
been ignored. This approximation was used because the misoigthat generate the
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horizontal cell receptive field are not yet understood. Tleenneffect of this network
IS a subtractive adaptation mechanism relying on the mean ilntensity by acting as
antagonists in the bipolar cell receptive field.

With respect to their intrinsic properties, bipolar cellere modeled as a uniform class.
Specific intrinsic mechanisms could potentially add to tbalimear behaviour of the
circuitry (as discussed in Section 4.6). The results howasegenerally in good agree-
ment with the experimental data, which indicates a less maporole of these intrinsic
mechanisms. On the other hand, the model is not able to eaipteiincreased contrast
gain of Y-cells for reduced contrast found experimentafig(re 5.5). This indicates
that additional mechanisms must be at work, and it was rgcemgjgested by Snellman
and Nawy (2004) that in On-bipolar cells of the mouse retiGME® may selectively
enhance weak responses of photoreceptors. This would b&s@ibf@mechanism to in-
crease the weak contrast gain of cone photoreceptors aadnaylead to an increased
gain of ganglion cells. On the other hand, Figure 5.5 shoatsdécline of the amplitude
of the second harmonic response is in accordance with expetal data, which again
suggests that the influence of this mechanism on nonlinesrtay be weak.

The role of the different amacrine cells is currently prdigdbe most confusing aspect
of retinal function given their great diversity. Thus it caat be excluded that addi-
tional subtypes may contribute to ganglion cell nonlingasi Little is known about
their connectivity and function. Therefore, the model @mitany of the existing sub-
types (Strettoi and Masland, 1996; Kolb, 1997; Masland 12)@nd instead, two known
amacrine circuits were included: Type-1 amacrine cellsr@d-Herr et al., 2001) and
the nested amacrine circuit (Nirenberg and Meister, 1998kR et al., 1998; Passaglia
et al., 2001). Again, the good agreement with experimeratd duggests that these are
the main components which contribute to nonlinear behavadganglion cells. The
detailed analysis of the amacrine circuit (Figure 5.7) glswvides predictions for future
experiments.

X-and Y-ganglion cells have been treated as a uniform cigarding their physiologi-
cal properties. This rules out any internal property thabpotes nonlinear responses in
Y-cells (Robinson and Chalupa, 1997; Cohen, 1998). Theminaansmission from
bipolar to ganglion cells normally involves AMPA and NMDAgg receptors (Matsui
et al., 1998; Cohen, 1998, 2000), of which only the AMPA tyfaes theen modeled.
The NMDA receptor introduces a rectification for membrantepbals below-40mV/,
which could reduce the asymmetry and linearise the finaloresgs of ganglion cells.
This effect was not investigated, and results by Cohen antemMil994) indicate a
less important role of NMDA receptor mediated transmissiothe light response of
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FIGURE 5.12: Schematic diagram illustrating the origin of Nulspenses in X-cells
(left) and frequency-doubled responses in Y-cells (righitaces are vertically aligned
relative to a contrast reversed sinusoidal grating (midee represents the 0-deg
phase). The X-cell receives most of its input from the ceminatoreceptor and faith-
fully reproduces the Null-response. For every given régéeaentricity, Y-cells receive
a higher number of photoreceptor inputs than X-cells, wiidgchquivalent to a larger
receptive field. Photoreceptor responses, however, aramasirical with respect to
light on- and offset (marked by arrows), and this asymmetgnhanced further by the
nested amacrine circuit that shapes the responses of ttstetnabipolar cell terminal.
Summing these responses across a Y-cell’s receptive figldtsen depolarisations at
each contrast reversal.

primate ganglion cells.

5.3.2 Nonlinearities in Ganglion Cell Responses

Unavoidably, all neuronal responses, graded or spikirggnanlinear. Even without ad-
ditional nonlinear influences, the reversal potentialsooig currents lead to boundary
effects, which lead to harmonic distortion of signals amwvia synaptic transmission.
As a consequence, the model cell spectra beyond the pheptoes still contain higher
harmonics even in the case of an inactive nested amacricigtcnd a linearised pho-
toreceptor. Nonlinearities caused by synaptic transomssan thus be regarded as the
first and pervasive source of nonlinear behaviour in theattietwork.

In the realistically modeled photoreceptors the mechassihphototransduction, com-
bined with a nonlinear voltage-gated current create thetinpnlinearity of the system.
The resulting nonlinear effects manifest themselves inrésponses of the other cell



Chapter 5 Nonlinearities in X- and Y-Cells of the Cat Retina 64

classes due to the specific spatial convergence charaicteFisr ganglion cells, this is
illustrated in Figure 5.12.

Gaudiano already suggested that receptive field size céaydgprole in the generation
of retinal nonlinearities (Gaudiano, 1992b,c, 1994; Gandiet al., 1998). Like the
present model, the input nonlinearity of his model is causgdhe compressive be-
haviour of the photoreceptor. These signals are then assuoreerge onto ganglion
cells such, that each input is determined by one On-centéonaa Off-center bipolar
cell (push-pullconnectivity). The saturation points of these inputs djffehich leads
to a nonlinear input-output relation. Both the center andasund of a ganglion cell
are mediated by pairs of bipolar cells. This connectivigde to responses in ganglion
cells. which are primarily signalling local contrast, aggested byTroy and Enroth-
Cugell (1993). Gaudiano’s model is able to reproduce ingmrfeatures of X- and
Y-cells, although the only difference between the two typesthe saturation points
and the receptive field size.

The model is attractive because few parameters accourttéatifferences of two ap-
parently fundamentally different ganglion cell classes.tle other hand, as presented
Gaudiano’s model contradicts basic anatomical and phygicdl findings. So far, only
an unidirectional interaction from On to Off-bipolar celias been identified (Zaghloul
et al.,, 2003). More problematic is the assumption that atitur points for bipolar
cell inputs differ for X- and Y-cells, which implies a diffeg physiology. On the other
hand, the model presented here makes use of similar meatgbysassuming amacrine
cells as inhibitory interneurons, which effectively reseethe signal from On- cells into
an Off-signal. Although the analogy of both model was notifer considered, a rein-
vestigation of Gaudiano’s model with more realistic asstioms about retinal neurons
may thus be interesting. It has for instance been demoedttat a balanced push-pull
connectivity could linearise the responses of neuronsenvibual cortex (Pollen and
Ronner, 1982; Ferster, 1988; Worgotter et al., 1998).

The third source for nonlinearities arises from the ingiral connectivity, most promi-
nently through amacrine circuitry. First experimentaligadions that amacrine cells in
general have weakereffect on retinal nonlinearities as compared to other ssgicame
from the results of Demb et al. (see Figure 4 in Demb et al. 12@6d Figure 5.8 here).
The present model confirms their observations and allomsangng their conclusions
by the observation that the nested amacrine circuit enisaheenonlinearity of Y-cells
for high- but reduces it for low spatial frequencies. Howewther sources of nonlin-
earities might exist that have not been considered.

One possible source could be depression at excitatory sge&phomson and Deuchars,
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1994; Zucker and Regehr, 2002), which could also lead to mdwaic distortion of the
signal. The data of Demb et al. (1999, Figure 2 there) showstective difference of
the behaviour of the first and second harmonics of ganglidmesponses in response
to drifting versus counterphasing gratings: only duringtcast reversal a strong sec-
ond harmonic exists. This behaviour could be reproducel thie model, because for
moving gratings the temporal properties of the amacrineudiperfectly compensate
the asymmetries in the photoreceptor responses. If a sttepgessing synapse from
the bipolar to the ganglion cell would exist, a strong digtor of the signal would be
expected in both cases. This suggests that synaptic deprdss only a weak effect
on the nonlinearity of ganglion cells responses.

Another possible source of nonlinearities is that différgpes of bipolar cells exist,
which selectively provide linear or nonlinear input to X-caYicells (Wu et al., 2000). In
the cat retina, On-X-cells receive half of their excitatorgut from transient b1 bipolar
cells and the rest from the sustained types b2/b3 (Cohen terting, 1992; Freed,
2000a). On-Y cells receive excitatory input almost enyirebm the b1-type (Freed
and Sterling, 1988). The source of transient behaviour dbipdlars is still unknown.
The model suggests that it could arrs&rogradelythrough the properties of the nested
amacrine circuit, which generates transient responsepaidn cells. Thus, one could
interpret those model bipolar cells which connect to Ysall the b1-type while those
which connect to X-cell represent the group of b2,b3-biola



Chapter 6

The Influence of Fixational Eye
Movements on Retinal Neural
Responses

During fixation, involuntary ocular micromovements comskalead to retinal image
motion (Ratliff and Riggs, 1950; Ditchburn and Ginsborg53p Fixational eye move-
ments comprise three main components: a small and fast tri@oar microtremor),
larger and slow drift movements and small saccades (miccasies). Their role in
visual perception has been studied extensively in psycysipal experiments involv-
ing stabilisation of the retinal image. Yet, the experina¢data is often contradictory,
which mainly is a consequence of the technical difficultrest @rise with retinally sta-
bilised images (reviewed by Steinman and Levinson, 1990Stethman, 2003). An
exchange of letters between R.W. Ditchburn and E. KowlerRmd. Steinman on the
relevance of microsaccades in the jourh@ion Researchicely illustrates this de-
bate (Ditchburn, 1980; Kowler and Steinman, 1980).

Experimental results clearly show that retinally stabitismages fade away after some
time, which can be attributed to neuronal adaptation pseEseg¢Ditchburn and Gins-
borg, 1953; Riggs et al., 1953). In addition, 80 years agor#tecal considerations led
Averill and Weymouth (1925) to suggest that eye movementgs tma basis for visual
acuity beyond the theoretical Nyquist limit of the visuab®m (hyperacuity). These
ideas were later further elaborated by Marshall and Talb®42), but so far no con-
clusive evidence exists to support or reject this hypothesiurther, Clowes (1962)
demonstrated that detection of hue differences at equahamoe was improved for the
free viewing eye, but impaired for a retinally stabilisenimstlus, where the larger mi-
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crosaccades were removed. More recent data by Rucci andest(2003) provides
convincing evidence that fixational eye movements can hawenaficial effect on vi-
sual perception. Their paper reports that discriminatibbrizfly presented stimuli is
impaired under retinally stabilised conditions.

On the other end of the experimental spectrum, severalesgwti#monstrate convinc-
ingly that fixational eye movements influence the respon$aegsaal neurons in the
retina (Greschner et al., 2002; Olveczky et al., 2003) anithénvisual cortex (Gur et
al., 1997; Bair and O’Keefe, 1998; Martinez-Conde et alQ®@MHennig et al., 2002).
These studies generally suggest that fixational eye movisrhaxe a beneficial role for
visual perception. However, there still is a considerakble lgetween these electrophys-
iological findings and related psychophysical studies.

On a neural level, several factors could contribute to tlepa@ase characteristics in
the presence of fixational eye movements. Response angsiimdy for instance be
enhanced if the resulting stimulus velocity matches theptaal tuning of individual
neurons. Further, spatiotemporal nonlinearities maydytkfferent response patterns
under stabilised and natural viewing conditions. Thesasdegill be investigated in
the following sections and were inspired by the finding tlesponses neurons in the
primary visual cortex to weak stimuli can be enhanced by keyalmovements (Hennig
et al., 2002; K. Funke, N.J. Kerscher and F. Worgotter, uhipludd data). As will be
shown, this effect can only be explained by assuming noafipeocessing.

This and the following two chapters will provide a detailadastigation of the influence
of fixational eye movements on ganglion cell responses. &kestions will focus on
the primate retina, in particular on MC-cell nonlineastiend it will be asked how
they could affect visual perception. While the followingagiters will consider two
psychophysical, perceptually relevant paradigms (hyqetyaand apparent motion),
here first the general influence of fixational eye movementhemesponses of retinal
neurons will be investigated.

6.1 Materials and Methods

6.1.1 Model Retina

In this and the following chapters, the model was used to sitashe parvocellular and
magnocellular On-center channel in the primate retina uptetopic conditions. As
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PARAMETER | EQN. | DESCRIPTION VALUE
TCasci 4.2 Low-pass filter Time constants of (i=1-3). | 2ms

15} 4.3 Strength of cGMP re-synthesis. Ims~!

a, Y 4.4 Rates of efflux and influx of ions. 0.4ms1
c 4.4 | Impact of[cGM P] on [Ca®*]. 0.1ms™!
Ay 4.5 Activation of the h-current. —0.4V
Su 4.5 Slope of the activation function faf,. 10V 1
Oy 4.5 Increase/decay rates foy. 0.025ms~"
Cp 4.6 Membrane capacity. 100pF
qp 4.6 | Unit charge transported by tlign** current.| 1-107°C
qr 4.6 Unit charge transported by thg current. 6-107°C

TABLE 6.1: Constants, variables and parameters of the primatemeeptor model.

in the previous chapter, the model is based on the desarigiven in Section 4, and in
the following only the relevant details will be provided.

The activity of PC- and MC-cells was calculated for in thetcainl.8 deg of the fovea,
with an inter-cone separation 6f55" (Curcio et al., 1987). The bipolar cell density
was assumed equal to the photoreceptor density (Wassle@mb 1991). PC-cells
receive input from a single bipolar cell, and their densityP€-cells was set equal to
the photoreceptor density (Wassle and Boycott, 1991) hEura ratio of the density of
MC-cells:PC-cells of 1.9 was assumed (Silveira and Pe@9,1).

The following set of parameters was used for all neurons:nteenbrane capacitance
was set ta”' = 150pF’, the membrane resistance fo= 100M/ €2 and the resting po-
tential toV,...; = —60mV. For the excitatory inputs, mediated by the neurotranemitt
glutamate, the reversal potential was set1Q, ... = O0mV. The reversal potential
for inhibitory inputs mediated by GABA was set .., inn.casa = —70mV and by
glycine E,..., inn.cry = —80mV. Input conductances are either linear functions of the
presynaptic potential, which is expressedgd$) = V). - 0.3n.S/V, or, in transient
bipolar cells, it was set tg; 1(t) = V,. - 0.4nS/V. Additionally, the glutamate release
for bipolar and amacrine cells was truncated-atnl” below resting potential, which
yields an expression for the input conductance:

Ve 0.3nS/V
9i(t) = £ /

= Vore—3mV
1+ exp(—="57—)

(6.1)

The parameters of photoreceptor model were slightly matlffien the model for the
cat retina in the previous chapter. They are summarisedole 1. Additionally, ini-
tial low-pass filtering in Equation 4.2 was done as a threg-sascade, as this could bet-
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FIGURE 6.1: Simulated fixational eye movements. A, Power specttaesimulated

eye movements. Two different distributions were used. Bargple traces of simu-

lated eye movements for the different conditions. The istevs 2s of show drift

movements as recorded by Murakami (2004) (vertical calitmabar indicates 20").

C, Velocity distributions of the two types of slow drift mawent. The velocities were

obtained after resampling the eye movement traces at lkHa|dw for comparison
with data obtained from modern eye tracking systems.

ter reproduce the sustained activity after a very strongf btimulation (see Fig. 5.1B,
inset).

6.1.2 Optical Blurring

Optical blurring was simulated by convolving the stimulughwhe PSF given by Wes-
theimer (1986) for the human fovea:

1.74

PSF(p) = 0.933¢~ 259" 4 0.047¢ 234 (6.2)

wherep denotes the visual angle in minutes of arc (arcmin) (seefats®.1B).

6.1.3 Eye Movements

Fixational eye movements include slow drift movements dr@dcular microtremor.
Microsaccades were not included since they are rare duongal vision and can be
suppressed voluntarily without training (Steinman et¥967).
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Simulated fixational eye movements were generated by a tdivoof Fourier-transformed

white noise with a characteristic power spectrum. The pospactrum of the mi-
crotremor was modeled as Gaussian normal distributionavibak at 80 Hz and stan-
dard deviation of 25 Hz (Bolger et al., 1999; Spauschus ¢t18P9). For the ocular
drift, the spectral power has been shown to decline accgtdia power law (Eizenman
et al., 1985). Thus, drift movements were generated fromitewloise power spectrum
using the following expression:

A

QT T/ - (11 T (6:3)

P(f) =

where f[H 2] is the frequency. The valuB, = 0.1s was kept constant for all follow-
ing simulations shown in this and the following chaptérand7; were variable. Two
different types of ocular drift were generated for the siatioins for comparison how
individual differences may affect the results. For the f{tsdlled Drift,), parame-
ters wereA = 3000” and7; = 1.3s, for the second (calledrifty) A = 300" and
T) = 0.1s were used. In both cases, the tremor was superimposed omifthepec-
trum (Fig. 6.1A).

The main features of the simulated eye movements are susedan Figure 6.1B and
C. The tremor consists of fast, irregular movements with anmemplitude ofl5” —
20” (Riggs and Ratliff, 1951; Ditchburn and Ginsborg, 1953;ii8tean et al., 1973).
Drift movements are larger (mean amplitud& for Drift, and4.3’ for Drift,; Ratliff
and Riggs, 1950; Ditchburn and Ginsborg, 1953; Murakamid42@nd slower (mean
velocity 0.5deg/s and0.7deg/ s, respectively; Murakami, 2004).

6.2 Results

Figures 6.2A-C show simulated responses of differentaétiauron classes for a single
contrast step without and in the presence of fixational eyeements. The responses
were taken at different locations with respect to the stimlibcation.

The responses for a static stimulus reveal the basic piep@tftthe different simulated
neurons (Fig. 6.2A). The response amplitudes reflect treptee field properties of the
respective cell class. The photoreceptor response isafigdiiurred due to the ocular
optics. Horizontal cells respond over wide distances dubkew large receptive fields.
In their spatial properties, bipolar and PC-cell respomsessimilar to the photorecep-
tor responses and MC-cell responses are slightly spatislired due to their larger
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FIGURE 6.2: Responses of simulated foveal neurons to a contrgst $eC, Re-
sponses for the static eye (A), slow drift movements (pri&) and the microtremor (C)
at 100% contrast. Horizontal alignment indicates the iocabf the neurons relative
to the stimulus (depicted at the top of each panel). In Clesrindicate onset- (peaks)
and offset-transients (troughs). The mean amplitude ofd¢hpective eye movements
are indicated by the double arrow at the top of each panel. e8p&nses of PC- and
MC-cells to a contrast step at 50% during slow drift moveraébxifty) at two differ-
ent locations relative to the stimulus. The upper half campahe responses at 50%
contrast (black traces) with those at 100% contrast (gr@ges), and the lower half
compares responses of the full model (gray traces) withetbbsained after linearising
the photoreceptor (black traces, see Section 5.2.1). Aiba calibration bars indicate
to 10mV.
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receptive fields.

The temporal response for the static stimulus is always Bahavith a transient over-
shoot at light onset, followed by a sustained response.ght bffset, neurons respond
with a second transient of opposite polarity (not visibleFig. 6.2A but see circles
in Fig. 6.2B). Off-transients are typically weaker and mdetdayed than On-transients,
which is a consequence of nonlinearities, predominantiyerphotoreceptor (see Chap-
ter 5).

Eye micromovements cause the stimulus to jitter acrossdtiea; which leads to a
spatial distribution of the excitation (Fig. 6.2B-C). Farfdmovements, their large
amplitudes cause a broad dispersion of the responses rgugrito 35 photorecep-
tors (Fig. 6.2B), clearly visible in all simulated cell cé&s. The small microtremor
however fails to drive strong responses if simulated inagoh (Fig. 6.2C). With a
mean amplitude of less than a photoreceptor diameter, tluilaton is still strong in
the photoreceptor and bipolar cell responses, but atteduaganglion cells due to spa-
tiotemporal integration. The only effect clearly visiblerk is an amplification of the
onset transient especially for weakly responding neurcospare Fig. 6.2C and A).

Drift movements clearly change the temporal response oflgancells (Fig. 6.2B).
As compared to a static stimulus, PC-cells, which have ataobal sustained response
component, react to drift in a more transient way in the vigiof the edge of the stim-
ulus. This behaviour is even more pronounced in MC-cellschvis strikingly different
from the single onset-transient for a static static stiraullhe observed response tran-
sients are initiated, as mentioned above, by photoreceptdmearities and the nested
amacrine circuit, which leads to a particular differencéseen On- and Offset tran-
sients: Onset responses are fast and pronounced, whiét tbHissients are slower and
weaker (compare responses marked by circles in Fig. 6.2B).

The transient behaviour of MC-cells is also evident at redwstimulus contrast levels,
as illustrated in Figure 6.2D. The comparison of the tradeained at 100% and 50%
(upper half in panel D), which were all simulated using thras@ye movements, shows
that the response is attenuated, in particular for PC-ediite the temporal pattern of

the responses remain similar.

To assess the influence of the different model componentseseresponses, the lower
part in panel D compares responses of the full model withaloddained after lineari-
sation of the photoreceptor, as it was done in Chapter 5. et ®f this modification

is small in PC-cells, but results in weaker transients in b#lls. This is in agreement
with the finding in Chapter 5 that photoreceptor nonlinéssiplay an important role in
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the response properties of nonlinear Y-like ganglion. Tiditeonal effect the nested
amacrine circuit has on MC-cell responses is also visildehair modulation is still
stronger than that of linear PC-cells.

6.3 Summary and Discussion

The central finding reported here is that drift movements leastrong transient re-
sponses. In particular, the responses to stimulus on- deétefare imbalanced, with
strong, brief onset-transients and slower and weakerteifaesients. The results show
that this effect is particularly pronounced in MC-cellsdandirectly results from the
nonlinearities discussed in the previous chapter.

How can this more transient behaviour affect upstream ggiog and visual percep-
tion? A direct consequence of this imbalance is that eye mews lead to increased
activity levels of the ganglion cell population in the viginof stimulus regions which
contain spatial contrast differences. As strong transiarg typically elicited by more
abrupt changes in contrast, stimuli that contain high apigquencies should be partic-
ularly effective in driving these responses. This effeatldgossibly enhance responses
for weak stimuli, which would be indistinguishable from seiwhen they are retinally
stabilised.

Further, the transient responses in the presence of eyemenis encode spatial cor-
relations in the stimulus: the neural responses along argated edge are enhanced
simultaneously. Hence multiple ganglion cells will senidhsiius-evoked spikes to the
visual cortex within a very brief interval. As one retinalilsp contributes just about
3% to the activity of its cortical target neuron (Kara anddR&003), this effect could
strongly increase the probability of a cortical responsa weak stimulus. In sum-
mary, the effect observed here could therefore facilitagedetection of weak stimuli,
as suggested by Hennig et al. (2002) and Rucci and Desb&des)(
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The Influence of Fixational Eye
Movements on Hyperacuity

A demanding task for the visual systenmhigperacuity or vernier acuity which is the
detection of spatial offsets smaller than the spacing betwe/o photoreceptors (re-
viewed by Westheimer, 1979; Geisler, 1984). Hyperacuifed from visual resolution
tasks (limited by the Nyquist frequency of the system, sei@e2.3), as it requires
spatial interpolation (Fig. 7.1). Therefore, hyperacistyn contrast to resolution tasks,
only limited by the strength of the signal relative to thattté noise in the visual system.
The difference between the psychophysical thresholdss&wlution acuity 30’ — 60”

in the fovea) and hyperacuity (fovedl — 6”) is striking and one may suspect that hy-
peracuity should be very sensitive to disturbances. Onttiner dhland, it has been shown
that hyperacuity thresholds are little affected by movimg $timulus with up to 4 deg/s
velocity (Westheimer and McKee, 1975), and that they do matgiase for a reduction
of the stimulus contrast down to about 25% (Watt and Morg@831 McKee, 1991).
Further, hyperacuity thresholds are similar for a rangaféémnt stimuli (Westheimer,
1979), suggesting that it is a robust phenomenon that igi@oned by the very funda-
mental limits of the visual system.

Studies of hyperacuity on the neural level have demonstthtd it depends on receptive
field properties and variables such as the extend of spatiediation and nonlinear
processing, such as contrast gain control in MC-cells (lte.£1993, 1995; Wachtler
etal., 1996; Shapley and Victor, 1986; Ruttiger and Lee(200hese studies generally
considered a brief transient responses of neurons folpie onset of the stimulus. It
therefor remains unclear how longer stimulus durationpainicular in the presence of
fixational eye movements, affect hyperacuity.
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B ‘ Stimulus
ERERE®®E® photoreceptors
Response

FIGURE 7.1: lllustration of the phenomenon of visual hyperacuiy, Typical hy-
peracuity stimuli: two vertical lines with a vernier horial offset in the middle. B,
Hyperacuity on a neural level. The two bottom curves reprieiee spatial activity
pattern of photoreceptors (circles) of two slightly offeats (top), after blurring by the
ocular optics (middle curves). The offset is less than thpasion of two receptors,
but due to the optical blurring, a difference between th@aase patterns to the two
bars is visible in the spatial activity pattern (compareckland gray bars in the bottom
graph). If this difference is sufficiently strong, the snadfkset is visible to an observer.

Previously, fixational eye movements have been suggesteantoibute to hyperacu-
ity (Averilland Weymouth, 1925; Marshall and Talbot, 1942hese studies propose an
improved spatial sampling, as eye movements lead to fregtiemulation of neighbour-
ing photoreceptors. Further, a possible role of transiental responses was already
suggested by Marshall and Talbot (1942). This theory wasiied by thedynamic the-
ory of visual acuityby Hering (as reviewed by Steinman and Levinson, 1990), but n
conclusive experimental evidence exists so far to suppaodject it. In this chapter, the
dynamic theory of visual acuity will be re-investigated sing a model of primate PC-
and MC-cells. Signal detection theory was employed to eggénmeural hyperacuity
thresholds, which will allow for a comparison to psychopbgbkdata. The results will
confirm and augment the basic assumptions of Marshall arlebffahd highlight the
importance of fixational eye movements and retinal nonlfitiea for visual perception
near threshold.

7.1 Materials and Methods

7.1.1 Model Retina

As in the previous section, the model is based on the degorigiven in Section 4. All
parameters were the same as specified in the preceding chapte
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FIGURE 7.2: Spatial configuration of the retina model. A, Summaryhef main de-
termining factors for spatial resolution at different neti eccentricities. All relative
sizes are to scale with the foveal dimensions (top left). vBhare the point spread
functions simulating ocular blurring (curves, scalingtaaelative to the fovea is indi-
cated to the right of each curve), the separation of phot@tecs (open circles, values
shown at the right) and of On-center midget ganglion cellle(ficircles, values shown
at the right). B, Spatial layout of the stimulus (S), photagtors (P) and ganglion
cells (G) on two-dimensional grids. The example illustsatee arrangement at 5 deg
eccentricity.

Simulations were carried out at five different retinal eddeities: in the fovea for
PC- and MC-cells and at 5, 10, 15 and 20 degrees eccentrazity@-cells only. The
photoreceptor layer consisted of either 3600 (0-10 degy@dOQ neurons (15 and 20
deg).

Ganglion cells were either placed on a perfect hexagondl@rtheir positions were
randomly shifted. Random displacements were obtained @amssian distributed ran-
dom numbers with a SD d2% of the cell separation (Dacey, 1993).

The ganglion cell density for each eccentricity was estaddtom anatomical data of
the central and temporal human retina (Dacey and Peter882, Goodchild et al.,
1996; Sjostrand et al., 1999), assuming that PC-cells atrtoud0% of all ganglion
cells across the visual field, and half of them are On-ceiterry et al., 1984; Grinert
et al., 1993). The anatomical receptive field diameter forcBls at each eccentricity
was estimated by assuming a coverage factor of one (WassB@mott, 1991; Dacey,
1993). The Gaussian center radius was sétrt@ of the cell separation, producing a
grid of neurons with non-overlapping anatomical recepfiglels. This is equivalent to
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a ratio of approximately 10:1 between the strongest and @stalkputs to the neuron,
as estimated for the cat On-beta cell (Cohen and Sterlingl)19Parameters for the
different eccentricities are given in Figure 7.2A. MC-selere only studied in the
fovea, where the receptive field center size was sétlto The two-dimensional spatial
configuration of the stimulus, photoreceptors and PC-eellBistrated in Figure 7.2B.

In an additional set of simulations, the size of center andosud of PC-cells was
increased by 2.0 to consider coverage factors above unity.

7.1.2 Synaptic Noise

It has been shown that the noise in the spiking response gfigarcells is dominated
by synaptic noise, and that the spiking mechanism itsedfttsar precise (van Rossum et
al., 2003; Demb et al., 2004). The variability of the memlgrpotential has been shown
to increase with increasing depolarisation, but is congstathe spiking of ganglion
cells (Croner et al., 1993; Freed, 2000b; Demb et al., 2004).

In this study, the output of ganglion cells was analysed atl¢vel of the membrane
potential response, however with the aim to investigateitdyeals that reach the cortex.
Therefore in this model, the response variability of gamgkells was implemented as
additive, contrast-independent noise. This noise wasmlfemn a Gaussian distribution
with a width of 1.0 mV (Demb et al., 2004), and added to the jangell membrane
potential. In the following, the simulated noise will be ledl “synaptic noise”, which
indicates its origin. This noise however corresponds tovidmability found in the
spiking response of ganglion cells.

7.1.3 Optical Blurring

Optical blurring was simulated by convolving the stimulughwa point spread func-
tion (PSF) as given by Equation 6.2 in Chapter 6. To accourth®additional blurring
in the retinal periphery due to off-axis errors and the iasieg receptor aperture size in
the periphery, the PSF was scaled to fit experimental dat@dg$et al. (1996), scaling
factors are given in Fig. 7.2A). The resulting spatial Nyajdrequencies for the pho-
toreceptor and ganglion cell grid and the sampling limitasged by the optical blurring
are summarised in Figure 2.3B in Section 2.1.
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7.1.4 Stimuli

Stimuli consisted of two vertical bipartite fields with valie relative horizontal dis-
placement (Fig. 7.2B). This resembles a typical vernianghus with wide bars as
compared to the extend of receptive fields and lateral iotenas. The stimulus was
chosen to eliminate the effect of stimulus size Beard et1®97), a variable not con-
sidered in this work. Stimuli were presented @0% contrast unless stated differently.

7.2 Results

This section consists of three parts. First, a method taitatie hyperacuity thresholds
from the population response of retinal ganglion cells bdlintroduced. In the second
part, spatial aliasing induced effects of reduced verngedability in the peripheral

retina will be investigated an it will be shown that eye moeenns can improve on

this. Finally in the third part, it will be demonstrated thatbalanced spatio-temporal
nonlinearities in the ganglion cell responses following @yicro-movements can lead
to an improved vernier detectability also in the centraheet

7.2.1 Analysing Responses to a Vernier Stimulus

In the following section the spatial and temporal analysehad will be described that
was used to determine vernier detectability. This methadadel free, based on ideal
observer analysis, and allows for the definition of vernietedtion thresholds, which
can be compared to results from psychophysical experiments

7.2.1.1 Spatial Analysis at a given Point in Time

If a vernier offset in a hyperacuity task is detectable by beeover, it must also be
traceable in the spatial population response of the gamgbdl layer (Fig. 7.3A), which
constitutes the output of the retina. To measure the dedréetectability of a vernier
offset, receiver operating characteristi€&C curveswere calculated to quantify the
separability of two contrast steps with a vernier offsetisTgrocedure, described in the
following, is equally applicable to experimentally receddsingle cell activity.

First, sections of the upper and lower half of the spatigioese profile in the ganglion
cell layer, representing the two sections of the verniengtiis, were averaged vertically
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FIGURE 7.3: Spatial analysis of the vernier stimuli. A, Spatial nieame potential
response of the ganglion cells to a vernier stimulus 30nes afimulus onset (fovea,
left: vernier offse).11’, right: vernier offset).44’). The contrast step of the stimulus is
indicated by white lines. B, Spatial response profile forupper (red) and lower half

(blue) of the responses in A (solid lines, dots show respo$éndividual ganglion
cells), calculated as the average over 20 rows of ganglité (&g andX,). C, Spatial

derivative of the responses in B. Circles show values foividdal neurons and solid
lines their mean, half-wave rectified at zero. Vertical $irshow the region where the
ROC analysis was carried out. D, ROC curve calculated froenctirves in C. The

value of the integral of the ROC curve (shaded gray) is shawreéch curve :

detectability index).
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and plotted as a function of the horizontal location (Fi§@B). The spatial averaging re-
flects the convergence of ganglion cells, via the LGN, ontogls neuron in V1 (Shulz
et al., 1993). To account for the spatial scatter of the rdoefield positions in the
visual cortex (Dow et al., 1981), in the analysis the loqabbeach ganglion cell on the
noisy grid was re-mapped to its location on a perfect hexablattice. The resulting
activity profiles closely fit cumulative Difference of Gaisss functions, as expected
from the ganglion cell receptive field shape.

In the next step, spatial derivatives of the profiles werewdated and half-wave recti-
fied at resting potential (Fig. 7.3C). This operation resiesb cortical edge detection
mechanism (Hubel and Wiesel, 1962) and yields the positivieqs Difference of Gaus-

sian shaped distributions. Finally, ROC curves were cated from these profiles to
obtain an estimate of the degree of overlap for the distiobst(Fig. 7.3D).

Usually, ROC curves are used to calculate how well a signséparated from noise.
This method assumes that signal and noise are representectbigpping probability
distributions, which can be measured experimentally. id¢hse, ROC-analysis is used
to calculate how well the derivational profiles (Fig. 7.3@nhde separated, which is a
direct indicator for the presence or absence of a vernieebih the stimulus. The
method used here therefore does not differ from the nornwagaiure to calculate the
separability of a signal from noise: A sliding threshold vsagted stepwise across the
two response derivational profiles (Fig. 7.3C), calledand R; in the following. For
each threshold, the following integrals were computed:

B [5° Ry(x)dx

H(d) = —fi Fo(a)d (7.1)
B [5° Ry (x)dx

F(0) = —f‘iooo T (0)de (7.2)

H () corresponds to the “hit-rate” for the response at a givesstholds, as this value
indicates which proportion of the response profile contaélimesinformation that the
lower bar offset to the right with respect to the upper bB(S) indicates the likely-
hood for wrong decision or “false hit”, that is a responselseh as a “hit” although it
belongs to the left distribution (which indicates a straigie). A ROC curve then can
be obtained by plotting/ (§) as a function of*'(9) (Fig. 7.3D).

This method was more suitable than to directly calculatedpfime”), a common
measure of the separation of two distributions (Swets, 1 98&cause the profiles ob-
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FIGURE 7.4: The effect of eye movements on the detectability of anieeroffset.
A, Simulated eye movements (positive values representomati the left relative to
resting position). B, Velocity of the slow drift compone:F, Time-course of the de-
tectability D for different situations. Each panel showsfor a static eye (gray traces)
and in presence of eye movements (as shown in A[Byas calculated every 1ms
of the response (shown in C for PC-cells) and filtered by d¢alitg a 10ms running
average (D-F). Traces are shown for PC-cells (D), PC-ciefislated without synaptic
noise (E) and MC-cells, simulated with noise (F). In all exées, the vernier offset
was0.22’ for PC-cells and).44’ for MC-cells.

tained from the simulations typically differ in amplitudedawidth, or may be skewed
due to eye movements (see below). The integrals of the RO&@surangind0.5, 1],
were then taken as a measure for the detectability of theerasfiset (D in Fig. 7.3D).

It has been shown that this value, sometimes calledtéa index corresponds to the
proportion of correct choices in a two alternative, forcadice experiment (Geen and
Swets, 1966). Thus, whelhh = 0.75 defines the detection threshold, in Figure 7.3 the
vernier offset in the example on the left is undetectable @amdhe right detectable.
D was set to 0.5 when it could not be estimated in cases wereetheational spatial
response approached the noise amplitude.



Chapter 7 The Influence of Fixational Eye Movements on Hypeta 82

7.2.1.2 Influence of Stimulus Presentation Time

To analyse the effect of eye micromovements for a singlegotasion of a vernier stim-
ulus, asliding ROC analysis was carried out in time steps of 1ms over a 500msla-
tion interval. Raw traces ab for a static eye show a high degree of variability (shown
for PC-cells in Fig. 7.4C, gray trace), which is a conseqeeasfdhe synaptic noise in-
cluded in the model. Cortical neurons however perform te@dzand pass filtering on
the incoming signals. Therefore, the detectabilityvas filtered by calculating the run-
ning average of the traces over 10ms (Fig. 7.4D, gray trada} filtering reduces the
variability of the detectability, but leaves a substardi@ount of modulation compared
to the almost unmodulated traces obtained without noisafene gray traces Fig. 7.4D
and E).

The tonic responses of PC-cells allow for an uninterrupgiration of the detectabil-
ity, which changes only little over time. For MC-cells in ast eye, typically only the
first 60ms of the response could be analysed, because theirésponse was too weak
to be distinguished from noise (Fig. 7.4F, gray trace).

The inclusion of ocular drift led to an additional modulatiof the detectability, both
for PC- and MC-cells (Figs. 7.4C-F, black traces). For P{lsca loose dependency
between direction and velocity of the eye movements Bng found: it is reduced
both for high velocities and, as a consequence of the stenasymmetry, for right-
ward motion (Fig. 7.2C). Additionally, a faster modulatisnvisible, which is mostly
a consequence of synaptic noise and the microtremor. In the®ll population, drift
movements prevent cells from adapting to the low tonic lesal the vernier offset
remains detectable almost for the whole presentation fithe.dependency on velocity
is weaker than in PC-cells, but rightward motion had a sinmgative effect.

7.2.1.3 Determining Detection Thresholds

It should be noted first that in a psychophysical experimetéctability depends heav-
ily on the task. When having to discriminate between a lefigint vernier (discrimi-
nation task) the visual system probably requires less iategn time than when being
asked if a vernier offset exists or not (detection task)alise it is possible to introduce a
bias in the former case. Thus, in the first analysis (diseration) only the peaks of the
filtered traces oD (D,,..) were considered as the cue for vernier offset detection. Al
ternatively, we also used the temporal meadbr a given presentation time (500ms,
D,.can), Which represents a temporal integration mechanism ¢tietg. Interestingly
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FIGURE 7.5: The relation between the detectability and stimulusitipm. A, The
detectabilityD is shown for resting eyes (black) and eye movemehits (¢, gray) as
a function of the stimulus location relative to the ganglomil receptive fields at five
different retinal eccentricities (indicated on the righttee figure). Vernier offsets are:
0deg:0.11, 5deg:0.76’, 10 deg:0.38’, 15 deg:1.53/, 20 deg:1.632’. B, Time course
of D at different stimulus locations relative to the gangliotl oeceptive fields. The
insets in the top row schematically illustrate the respecttimulus placement relative
to four ganglion cells (circles).

these two measures yield different results, as shall beridescnext, which can be
compared to psychophysical observations.

Generally, the discrimination- or detection-thresholdwafined as that particular vernier
offset whereD, ... Or D,can = 75%.

7.2.2 Spatial Aliasing Effects

In the peripheral retina, neural undersampling, rathem tha ocular optics, limits the
spatial resolution power (see Section 2.3). To examine silpleseffect of the stimulus
location on the detectability of a vernier offset and theuefice of eye movements,
vernier stimuli were presented at different positionstre¢ato the ganglion cell re-
ceptive fields. This investigation was limited to PC-cetisdolate the effects described
here from those caused by nonlinearities (see below). @elpéaks of the detectability
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(Dmaz, discrimination task) were considered, which producedenggpuity discrimina-
tion thresholds in the experimentally observed range (stm\).

Figure 7.5A showsD,,., as a function of the stimulus position for different eccen-
tricities. In the fovea, stimulus position has very littlgfluence onD (top plot in
Fig. 7.5A), because the ocular optics prevent neural uadgsing. Towards the retinal
periphery, the influence of the stimulus location increasdbe absence of eye move-
ments (Fig. 7.5A, black circles). The spatial variation/»fin the periphery shows a
periodicity with a length equal to the minimum horizontastdince between two gan-
glion cells on a hexagonal grid/8/4 - d, whend is the grid constant). Thus, this
effect is a direct consequence of neuronal undersamplihgzhawmpairs vernier offset
detection in the periphery.

Eye movements strongly reduce spatial aliasing effecthenperiphery (Fig. 7.5A,
gray circles). The spatial variability is almost complgtegmoved at all eccentricities.
As visible in the traces oD in Figure 7.5B, for each stimulus position the temporal
variation of the detectability is much stronger in the pleegy than in the fovea. In
particular, the variations are very similar for differetitsulus positions in the fovea,
but roughly anti-correlated in the periphery. This illaés that the improvement in the
periphery relies on eye movements moving the stimulus ironsgon the retina where
detectability is higher (spatial averaging effect = SAReef). These results suggest that
a qualitative difference exists between foveal and pergdheyperacuity in the presence
of eye movements.

Next, hyperacuity thresholds were estimated for all ecegties (Fig. 7.6A). The vari-
ability of D at different stimulus locations was taken into account bgpgithe average
across all locations. This corresponds to a psychophysigariment with many stim-
ulus repetitions and a small trial-to-trial variability thfe exact stimulus location.

Without eye movements, hyperacuity thresholds increase &bout0” in the fovea to
230" at 20 deg eccentricity, as may be expected from the decgeesiidensity towards
the periphery. As shown, the influence of eye movements idl smtae fovea, but in-
creases towards the periphery. While the influence of thateswh tremor is negligible,
both types of drift movements lead to a significant improveta higher eccentrici-
ties (e.g. from230” to about1 80" at 20 deg). Comparing the two drift conditions shows
a slightly higher improvement for the slower drift-i /¢, at lower eccentricities, which
disappears in the periphery.

Overall, the absolute values of the hyperacuity thresholitained from the simula-
tions are in good agreement with experimental data for eitbey small or large stim-
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FIGURE 7.6: The influence of eye movements on hyperacuity in thepperal retina.
A, Model hyperacuity thresholds for PC-cells at eccerttdsifrom 0-20 deg and the
different eye movement conditions. B, As A, but without gyti@noise. C, as B, for
PC-cells on a regular hexagonal grid. D, as A, but compatiegfall model (A) to
a PC-cell grid with a coverage factor of four. All thresholai® for 500ms stimulus
presentations and are averages over different stimulagidos.

uli (Whitaker et al., 1992; Harris and Fahle, 1996). The galat 5 deg eccentricity
however are higher than in these experiments, which may lieedaby a higher P-cell
density (Dacey and Petersen, 1992; Dacey, 1993) and/a@dsed cortical magnifica-
tion in this region (Adams and Horton, 2003), which was natsidered in this study.

The scaling of the thresholds as a function of the eccetytiigialso in good agreement
with experimental data (Whitaker et al., 1992), except fa telatively high value at
5 deg. In particular, both for resting and moving eyes a drndrom linear scaling
to lower values is visible at 10 deg eccentricity. This effiscespecially strong in the
presence of drift movements and also evident in the data ofakér et al. (1992).

To assess the influence of noise, thresholds were calcwlatieout synaptic noise (Fig.

7.6B). Overall, they are higher for a static eye when sywcaptise is removed, but
similar, when drift movements were included. At higher extdeities (15 and 20 deg),

synaptic noise slightly increases thresholds for drift sraents. This comparison sug-
gests that generally the presence of uncorrelated noisa pasitive effect on hyper-

acuity. Its influence however disappears in the presencafoége movements.
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Furthermore, removal of the semi-random placement of gamgklls on the hexagonal
grid shows a strong, eccentricity dependent effect (FGCY..In the fovea, thresholds
are almost identical, but with increasing eccentricityfpenance is reduced for the reg-
ular arrangement. This performance reduction is partitukirong when drift move-
ments are present. At 20 deg, this effect again disappe&rscd{to certain extend, an
irregular placements of ganglion cells could improve hgpaity due to an effectively
more dense sampling (Ruderman and Bialek, 1992). In theatestina, optical blur-
ring prevents this effect. At 20 deg, substantial neurakusampling is the determining
factor for hyperacuity, which cannot be countered by rangtanement.

The previous results rest on the assumption that the anedbneceptive fields of PC-
cells are arranged without spatial overlap (i.e. a covefag®r of one). It should be
emphasised that in the model, physiological receptivedirkl/ertheless overlap due to
the optical blurring. A coverage factor of one was found fadget cells in the primate,
but other ganglion cell types typically have coverage fexcto 1 (Wassle and Boycott,
1991; Dacey, 1993).

An increase of the coverage factor to four led to a generatase of thresholds, which
depends on the eccentricity and eye movements (Fig. 7.6@¥psholds are largely
unaffected in the fovea, but increased in the periphery. sitengest performance re-
duction is found at 10 deg for resting eyes and tremor and ategbfor drift move-
ments (compare Fig. 7.6A and D).

Without eye movements, the negative effect of increaseepte® field diameters is
a direct consequence of the increased spatial dispersitmeaesponse. Results for
the fovea are unaffected because spatial filtering is détednby optical blurring.
At higher eccentricities, neural aliasing effects are oeduby the increased receptive
fields. This however also leads to a weaker performance iprégence of eye move-
ments, because the additional blurring leads to a loss ofggespatial information.

In summary, in this section it was reported that effects afrakundersampling can be
efficiently removed by eye movements, which would otherimspair hyperacuity in
the retinal periphery. At the same time, the higher spatiatigion that accompanies
undersampling also benefits performance in a hyperacigky ta

7.2.3 Spatiotemporal Response to a Vernier Stimulus

In the following section, it will be analysed in more detaiMrthe central retina reacts
to vernier stimuli in the presence of fixational eye moverae8patial aliasing does not
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FIGURE 7.7: Effect of eye movements on the spatial activity disiitns of simu-
lated neurons. A-D, Snapshots of the average spatial piguleesponse of PC-cells
(A) and MC-cells (C) and their spatial derivatives (B and Bsponses to upper half
of the stimulus are coloured black and to the lower half gr&napshots were taken
during a leftward (left plots) or rightward motion (rightgté) of the stimulus (velocity
is indicated for each snapshot). Insets show the ROC-corvedatch case and the cor-
responding detectabilityp. As in Figure 7.3, the graphs represent the vertical average
over 20 cell rows. In all examples, the vernier offset W&’ for PC-cells and).44’
for MC-cells. E, Photoreceptor responses for left- (topg) aghtward motion (bottom).
Responses to the upper half of the stimulus are back, thase tower half gray. The
response differences at the times where the snapshots iwar®taken (vertical lines)
are indicated by horizontal lines. Vernier offset via22’.

play any role in the central retina; however, a certain terjpeffect, which relies on
onset-transients (see Section 6, Fig. 6.2) can nonethebk$$o acuity improvement.

7.2.3.1 Phasic Resolution Enhancement

Fixational eye movements lead to changes of the spatiaitgdistribution of ganglion

cell responses. Examples for simulated PC- and MC-cellslare/n in Figure 7.7A-D.

With the given stimulus asymmetry, leftward motion leadsrtprovement in detectabil-
ity, while for rightward motion responses are strongly sradaut and detectability is
reduced. This is the case for both PC- and MC-cells.

This effect is initiated by the nonlinear properties of gireteptors, as illustrated in
Figure 7.7E. Moving the bright part of the contrast step ithte receptive field of a
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FIGURE 7.8: Distribution of the detectability valuds for PC-cells (A) and MC-cells

(B) for a static (top) and moving eye (bottom). HistogramsHR&-cells and MC-cells

with eye movements were computed from a 2 sec response. FeagallCin the static

condition, the histogram represents the onset transidgt(@8ms). In all examples,
the vernier offset wa8.22’ for PC-cells and).44’ for MC-cells.

photoreceptor (leftward motion) gives rise to a strong, iggerpolarisation after about
15ms (fast On-transients, see Section 6, Fig. 6.2). Due tiomdhe spatial offset of
the vernier stimulus is translated into a brief temporadivél. Two vertically aligned
photoreceptors, one located at the upper and one to the laifeaf the stimulus, there-
fore respond temporally slightly out of phase. If this intdris sufficiently long, as in
this example, the difference between the responses of poatptors and of subsequent
neurons is increased, and a better spatial discriminasiguossible (phasic resolution
enhancement = PRE-effect). For rightward motion, the plectptor responses slowly
decay, as the stimulus leaves their receptive fields (sldwr@ifsients, see Section 6,
Fig.6.2). Thus, differences between responses in the wpmklower half of the stim-
ulus are less pronounced and the spatial population respsrsneared out substan-
tially (Fig. 7.7A-D, response profiles on the right).

This result predicts that vernier acuity should genera#lysbghtly better for moving
than for static stimuli. Experimental data by Westheimat BftKee (1977) indicates
that this may be the case.

7.2.3.2 Distributions of the Detectability Index over Time

On average, drift movements lead for PC-cells to a reductsttibility in comparison

with the static case (Fig. 7.8A, compare top and bottom gaprhe distribution ofD

is broadened and its mean is lower compared to the static £akewever reaches the
same maximum in both cases. Furthermore, in the static Daseuld almost always
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be determinedp > 0.5), which was not the case in the presence of eye movements.
In this case D was set to 0.5 and this leads to the high peBk-at).5 in Figure 7.8A,
bottom. This is in strong contrast to MC-cells, whepereaches higher values in the
presence of drift movements and the mean of the distribusiaiso shifted towards
higher values (Fig. 7.8B, compare top and bottom graphsjh&umore, for a static eye

a substantial part of the MC-response did not yield valuel of 0.5, which improves

in the presence of eye movements.

This difference between PC- and MC-cells is not intuitivieeg that typical velocities
of drift movements are less than 3 deg/s, which does not exteesensitivity of PC-
or MC-cells. An analysis of the model responses however esiggan explanation,
which is based on the physiological properties of the sitedl@eurons. As shown in
Figure 7.7E, the spatial precision of the cells relies ordifference of the responses of
photoreceptors for the two halves of the vernier stimuluse photoreceptor response
needs about 15ms to develop. At a velocity of 2 deg/s, theieestimulus with offset
0.44 traverses two photoreceptors in just 5ms, and for thalenvernier offset even
faster (2ms for a 0.22” offset). Traversing PC-cells is diguast, as their density is
equal to the photoreceptor density. Therefore small dpaffisets are translated only
into tiny temporal differences which will lead to almost niffefence in the responses
of adjacent PC-cells. This explains the reduced spatiaiteaty of PC-cells during
eye movements.

MC-cells, on the other hand, respond faster than PC-cetistlagir density is lower.
Thus, differences between photoreceptor responses, wpchsent the spatial offset
in the stimulus, are better represented in the MC-cell patpri response (PRE-effect).
For the same reason their spatial precision depends |lesgbtron velocity. Instead,
the increased difference in photoreceptor responses caxphbmted and leads to the rel-
ative improved detectability during eye movements obskfeeMC-cells (Fig. 7.8B).

Hence this explanation essentially rests on the diredgpendent asymmetry in de-
tectability described in the previous section (Fig. 7.Mjck is differently pronounced
in PC- and MC-cell. This finding is supported by a recent asialgf ganglion cell re-
sponses in the primate retina by Rittiger and Lee (2000hdulsl, however, be noted
that, due to their large receptive fields, the absolute apatecision of the simulated
MC-cells is lower than that of PC-cells (see also below).
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FIGURE 7.9: Foveal hyperacuity thresholds estimated from the tnpoleulation re-
sponse. Shown is data from PC-cells without (left) and wythaptic noise (middle)
and for MC-cells with synaptic noise (right) for all four eggovement conditions. A,
Relation between the vernier offset and detectability,,,.. Arrows indicate where
a bias exists for very small vernier offsets (see text). Bn\ thresholds estimated
from D,,... (peaks of the detectability, black bars) abg,.... (mean of detectability,
gray bars) for all conditions. All values were obtained framnsingle 500ms stimulus
presentation.

7.2.3.3 Influence of Eye Movements on Hyperacuity Threshokl

As above, detection thresholds were obtained by systeatigtichanging the vernier
offset and calculating the corresponding detectability Be relationship betweeh, ...
or D,..., and the vernier offset was fitted by a polynomial functiorg(Fi.9A). Plotting
the detectabilityD,,,., as a function of the vernier offset shows that the fit yieldsea
> 0.5 for a zero vernier offset (straight lines) in the presencayfaptic noise (ar-
rows in Fig. 7.9A). This may be an explanation for the smadisbiound in a vernier
discriminationtask (Garcia-Suarez et al., 2004).

Thresholds were calculated for the peak values f.) and the mean of the detectability
(Dimean) for a single 500ms presentation without and with eye movesg-ig. 7.9B).
Three conditions were compared: PC-cells without and wytilaptic noise and MC-
cells with synaptic noise.

For PC-cells, the thresholds estimated frbm,,. are almost equal for all conditions (Fig.
7.9B, left and middle panel). The presence of synaptic nigiads to a slightly re-
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duced threshold2(.5” vs. 23”), which reflects the small increase in,,,, due to
noise (Fig. 7.7B,C). This influence is only present for smalinier offsets (compare
first two panels in Fig. 7.9A), and has therefore little imipaw the thresholds.

The situation is different for MC-cells, where thresholds D,, ., substantially de-
crease in the presence of drift moveme®l®' (vs. 61” for Drift, and49” for Drift,,
Fig. 7.9B, right panel). This improvement can be directlyilatited to the effects of
nonlinear processing, as described above (PRE-effe, Fig and 7.8).

The picture changes dramatically for thresholds estimated D,,,..,,. For PC-cells,
thresholds without eye movements are similar to those astidhfromD,,,,.., but in-
crease by up to a factor of two in the presence of ocular dfifi.(7.9B, gray bars).
Without eye movements),,..... has ho meaning in MC-cells, d% can be only be esti-
mated for the transient onset (therefore not shown). In tasgmce of drift movements
however, thresholds also increase by a factor of about twgpeoed to those calculated
from D,,qz.

The difference between the results 10y, andD,,..,, may account for the differences
found for detection and discrimination tasks (Harris antl€al1995, 1996). The re-
sults suggest thatetectionof a vernier offset may require temporal integration over
a prolonged time, while for aiscriminationtask, short intervals may suffice. In a
discrimination task the observer knows that a vernier offg# exist and he/she only
needs to decide about its side. The existing offset will Biasto one direction. Hence
in principle any short peak in D would suffice to trigger a demm and it is conceivable
that a short presentation time will suffice for this task legdnost of the time to the
correct decision. For a detection task, where it is a prindlear if a non-zero vernier
offset exists, the difficulty lies in the problem to unequsably detect the zero-vernier
case. In this case D oscillates around 0.5 and only longegiation times can reveal
that there is indeed no bias to D, which would indicate antexgsmall vernier offset.

In summary, it appears that fixational eye movements shealdltio performance deteri-
oration in the central retina for a detection-task (effeti®,..,), which could possibly
be tested by comparing vernier detection under retina#lpissed and normal condi-
tions. On the other hand, thresholds for the MC-cell systaprove for the discrimina-
tion measurd),,...,, when eye movements are present. Since the analysis metkdd u
here is model free, this effect should also be measurabledével of individual MC-
cells. To have any perceptual effect, too, it remains to lem sethere are conditions
under which the MC-cell system could have a direct influenrceasnier discrimination.

So far the results suggests that this seems unlikely, becgerserally thresholds for
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FIGURE 7.10: Contrast dependency of hyperacuity thresholds. Aediolds as a
function of stimulus contrast for PC-cells (left) and MQtdeght), estimated from a
single 500ms stimulation, for all four eye movement cowndisi (see legend in right
panel). Synaptic noise was included for both cell types. & @nSnapshots of the
average spatial population response of PC-cells and MB-EIC, respectively, plots
on top, responses to upper half of the stimulus are coloulaek and to the lower
half gray) and their spatial derivatives (bottom plots)afshots were taken for a static
eye (left) and during a leftward motion (right, 2 deg/s) oé ttimulus. Insets in C
show the ROC-curve for each case and the correspondingtaletég D. For PC-
cells ROC-curves could not be estimated because of the motke activity profiles.
As in Figure 7.3, the graphs represent the vertical average 20 cell rows. In all
examples, the vernier offset wast4’ for PC-cells and).88’ for MC-cells.

MC-cells are substantially higher than for PC-cells, whichkes MC-cells apparently
unsuitable to mediate hyperacuity. This is not surprismlyi&-cells have larger recep-
tive fields and are less densely distributed than PC-celigwshould result in a lower
spatial precision. In the next two sections it will however ghown that this picture
might need to be amended for low contrasts where the modaigbse¢hat under certain
circumstances MC cells can reach and surpass the acuitg &fGhcell system.

7.2.3.4 Eye Movements Improve Hyperacuity at Low Contrast

So far, the effects of eye movements on vernier acuity wesesiingated for 100% con-
trast stimuli. Experimental data indicates that vernieesholds are little affected by
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reduction of the stimulus contrast to values as low as 25%t(#a Morgan, 1983;
McKee, 1991). To assess the effect of contrast on hypesaicuihe model, thresholds
were calculated fronb,,,, at 15%, 25%, 50% and 75% contrast (Fig. 7.10A).

Without eye movements, thresholds remain approximateigtemt down to about 50%

for PC-cells and 75% for MC-cells. Further reduction leamlarn increase, and it was
not possible to calculate a threshold at 15% contrast foc@(S; as their response was
dominated by noise.

The effect of eye movements was different in PC- and MC-celts PC-cells, fast
drift movements Dri ft,) caused a reduction of the threshold at 25% contrast, but not
to the values obtained for higher contrast. At 25% contrslsty drift (Drift,) and
microtremor both led to a reduced performance comparecetcetiting eye. Hence the
situation for PC-cells at low contrast seems equivocal anceal improvement can be
expected from eye movements during normal viewing.

In MC-cells, a performance improvement for both types oftaniovements is visible
with approximately constant thresholds down to 25% cohtcasresponding to exper-
imental results (Watt and Morgan, 1983; McKee, 1991). At 158€ threshold was
increased by a factor of about two. The effect of microtremas negligible.

Two factors cause the observed behaviour. First, the barpence of PC-cells
is largely a consequence of synaptic noise. For low conu@sies, their responses
are weak, and noise begins to dominate the spatial dervafivthe population re-
sponse (Fig. 7.10B, left). Fast eye movements lead to anowepnent (PRE-effect),
which however is strongly masked by noise (Fig. 7.10B, jigResponses of MC-cells
are stronger, and their population activity is less donadddy noise (Fig. 7.10C, left).
The latter results from the coarser spatial sampling, whitbnuates high frequency
spatial noise. Most importantly however, the increasedialpsensitivity for moving
stimuli (Fig. 7.10C, right) leads to the improved perforroarat reduced contrast, as
described above (PRE-effect, see Fig. 7.7).

The experimental finding of constant hyperacuity threshdtavn to 25% contrast (Watt
and Morgan, 1983; McKee, 1991) could thus only be reprodusety MC-cell activity.
Still, MC-cell thresholds are consistently higher as coraddo PC-cells. Psychophys-
ically this would predict a discontinuity in the psychonedt curve when gradually
reducing stimulus contrast. At lower contrast, where preidantly the MC-cell sys-
tem will respond, the psychometrical curve should sharsly, rwhich is inconsistent
with experimental evidence.
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FIGURE 7.11: A, thresholding nonlinearity improves hyperacuityMC-cells. A, Il-
lustration of the effect of a threshold on the ROC analysike @lerivational activity
profiles (as in Fig. 7.3C) were thresholded at various le@ekbove resting activity.
This leads to a reduced width of the profiles. The width also depends on the am-
plitude of the distribution (top graph). This relation i®fted in the bottom graph for
various values 08. The graph shows that increasifig(arrow) leads to a reduced
at a constant amplitude. The ROC-analysis of the gangliiracavity which yields
the detectabilityD has an inverse dependency @nthus increasing the threshotl
should leads to an increased detectability B,C, Vernier thresholds for PC- (B) and
MC-cells (C) with and without eye movementB«ift,) plotted as a function of the
thresholdo for different stimulus contrast values. All thresholds famea single 500ms
stimulus presentation. D, The smallest thresholds obdaim® and C, re-plotted as a
function of stimulus contrast.

7.2.3.5 Possible Influence of Neuronal Firing Thresholds

This apparent inconsistency may be resolved (possiblyeataftical level) by the fact
that the firing threshold in cortical cells is typically highthan the membrane potential
at rest. This will lead to the so called “iceberg effect”, wlhnis essentially a sharpen-
ing of the tuning of neurons in the presence of a firing thresnderson et al., 2000;
\olgushev et al., 2000). Hence itis to be expected that dudrigtages of the visual sys-
tem, the linear analysis performed here needs to be augdtleptenonlinear, threshold
based mechanism. This mechanism is implicitly alreadytestsn the ROC analysis,
where the derivates of the spatial population activity (FiC) were related to cortical
edge detector signals. Hence it is straight-forward toyapgiring thresholdto these
peaks and perform the same kind of ROC analysis for diffdigng thresholds.
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As a simple nonlinearity, a static threshddd applied on the derivatives of the spatial
response (Fig. 7.3C), was tested. The detectahilitgf the vernier offset depends
inversely on the width of the derivational activity disuiion, thus thresholding may
indeed lead to an improved performance (Fig. 7.11A).

The results show that this threshold nonlinearity reduggeetacuity thresholds both
for PC- and MC-cells (Fig. 7.11B,C). Without eye movemeatspverall improvement
of about 40% for PC-cells was observed, independent of asifFig. 7.11B, top). The
optimal value of® however differs for each contrast level, which reflectsaitéhces in
the peak amplitudes of the derivational activity profiles.afigh©’s, vernier thresh-
olds generally increased to very high (meaningless) vdleeause the amplitude of the
peaks was reduced to that of the intrinsic noise. MC-celtsveld a similar behaviour,
but with an improvement of around 50% (Fig. 7.11C, top).

Drift movements further reduced hyperacuity thresholgsairticular for MC-cells (shown
for slow drift Drift;, in Fig. 7.11C, compare upper and lower graphs). For all esitr
levels down to 25%, MC-cells now reached a threshold of aB@{tsimilar to PC-cells
at high contrast. Generally, at the optimal value @for each contrast, the maximal
improvement compared to the static case without threshalsl about 76%. For PC-
cells, the influence of eye movements is small, here only &b 80ntrast a further
improvement of about 2” is observed.

These results are in line with the notion of a minor role of €lls in hyperacuity
tasks. At high contrast and in the presence of drift eye meargs) PC- and MC-cells
yield a similar performance (contrast range 50-100%, ab®&(tFig. 7.11D). At lower
contrast (15-25%), MC-cells are clearly superior to PQscel the presence of eye
movements (Fig. 7.11D). In both cases however, the optimiadfihreshold® depends
on the contrast. A candidate mechanism for a variable fitingshold is cortical gain
control, combined with a spiking threshold, which coulddea the required iceberg
effect (Carandini et al., 1997). Furthermore, it may be sfsed that a similar but
slower adaptational mechanism could underlie percepsaahing observed in hyper-
acuity tasks (Fahle et al., 1995).

7.3 Summary and Discussion
The results of the preceding sections can be summarised@sso

1. For high contrast stimuli, it was found for PC-cells thg enovements lead to a
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substantial improvement of hyperacuity in the retinal pleery (Fig. 7.6A). An
analysis of responses for slightly displaced stimuli résg#hat eye movements
strongly reduce aliasing effects, which result from neuralersampling, by con-
tinuously scanning the stimulus (SAR-effect, Fig. 7.5).

2. In the presence of drift eye movements, foveal hypenaaués improved for
MC- and PC-cells at reduced stimulus contrast levels (FG0A). This effect,
which is particularly strong in MC-cells, is initiated byetmonlinear properties of
photoreceptor responses and leads to an increased spat#isty of ganglion
cells (PRE-effect, Fig. 7.7). It was further shown that thelusion of a sim-
ple thresholding nonlinearity, which could arise from tcmal) firing thresholds,
yields similar absolute detection thresholds for PC- and-&4(s, indicating a
potential involvement of MC-cells in hyperacuity tasksgFr.11C). At reduced
stimulus contrast values below 50%, the spatial precisfoie population re-
sponse of MC-cells in the presence of drift movements is tamtiglly higher
than the of PC-cell response (Fig. 7.11D). Thus, at reduoattast hyperacuity
is possibly solely mediated by MC-cells.

These results were obtained by investigating the ocularatmemor and two types
of drift movement. The microtremor in isolation had no effen hyperacuity tasks,
because its movements are too small and fast to elicit stresigonses in ganglion
cells (Fig. 6.2C). While an influence of microtremor on gamglcell responses was
visible, when superimposed on drift movements, it did nghiicantly contribute to

the effects described here. A comparison of the resultéughows that different char-
acteristics of drift movement could yield a different permfance, which may, in part,
explain differences found between subjects.

7.3.1 Spatial Averaging Induced Aliasing Reduction

This work demonstrated, for peripheral PC-cells and highwdus contrast, that fixa-
tional eye movements could remove spatial aliasing effeltss effect relies strongly
on the amplitude of the eye movements, which have to be writigi large to shift
the stimulus across two adjacent receptive fields into regwith higher sensitivity to
vernier offsets. Hence in the far periphery, which was neisadered here, the ampli-
tude of slow drift movements should no longer be sufficierddonter aliasing. On the
other hand, this effect could, in the same way, also be camgégad-movements and
microsaccades, which were also not considered here.
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Therefore, the results can, while in good agreement witklpsyhysical data, only pro-
vide evidence for the existence of this effect, and a psyksipal investigation may
possibly yield quantitatively slightly different result addition, the role of MC-cells
was not considered here. As the results for low-contrastutisuggest a less impor-
tant role for PC-cells in hyperacuity tasks, it may be pdsstbat in an experimental
situation this effect is mainly determined by the differeeteptive field properties of
MC-cells.

Based on theoretical considerations, this effect was alsdigted by Fahle and Pog-
gio (1981), and experimental results by Packer and Willigl892) suggested a related
effect. They reported that contrast detection threshadkifjh spatial frequency stim-
uli (100cpd, interferometrically projected onto the redinwhich are only visible as
moire patterns, were similar for very shott-¢ 4ms) and long ¢& 500ms) presentation
durations, but significantly elevated for intermediateations. It was suggested that
eye movements interfere with stimulus detection, whoseemite is reduced for a very
brief stimulus presentation. Equally, for long presewntatimes, it is more likely that
the eyes are stationary for a certain period, which againdvallow detection. Hence
the present results may represent the reverse case, wheotathdity improves when
eye movements remove aliasing.

7.3.2 Phasic Resolution Enhancement

It has been suggested earlier that MC-cells can provide laehigpatial accuracy than
PC-cells (Lee et al., 1993; Ruttiger et al., 2002). The premesults confirm this notion,
which contradicts the traditional view that high spatiali¢is mediated by the denser
PC-cell population. The results further indicate that teefgrmance of MC-cells is
little affected by velocities up to 4 deg/s, where PC-celifgenance was poor. This
is in good agreement with the finding of constant hyperacthitgsholds for stimuli
moving at this velocity (Westheimer and McKee, 1975). A plassnvolvement of eye
movements is also hinted in the data by Westheimer and MckK®#7(, who reported
improved hyperacuity for moving stimuli as compared to Vengf presentations.

7.3.3 Assumptions of the Model

The performance of ganglion cells in a hyperacuity task wasstigated on the level of
the membrane potential after adding noise which simul&iesariability of their spik-
ing response. Only On-center ganglion cells were studidds fiybrid approach was
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motivated by the fact that the sub-threshold activity ofticat neurons is derived, via
the LGN, from the spiking response of both On- and Off-ceg#arglion cells. Cortical
neurons thus have access to the full dynamic range of thearetihich is not present
in the spiking response of a single ganglion cell class. &foee, an investigation of
the ganglion cell membrane potential, which also accouwntshe variability found in

the spiking response, appears to be a suitable way to assesgltience and limiting
factors of retinal processing on cortical responses.

Including a realistic spiking mechanism into the model vdoalso have complicated
the analysis of the responses, because the results prédeare are based on single
stimulus presentations, without averaging cross multijigds. Averaging as a method
to analyse spiking responses would therefore have beeiitaliey as it could mask the
real intrinsic noise. An alternative would have been to plasé a cortical “readout”
mechanism for retinal spikes, which however automaticeityoduces a new set of
problematic parameters. In addition, the spiking mechmamnsganglion cells is known
to by very precise (van Rossum et al., 2003; Demb et al., 2@0w) could therefore be
omitted without a great loss of generality.

The model further ignores the well characterised asymmattyveen On- and Off-

center ganglion cell responses (Chichilnisky and Kalm@92 Zaghloul et al., 2003).

Instead, the influence of this and other possible nonlitiearisuch as spiking thresh-
olds in the upstream pathways or nonlinear summation in thneex (Heeger, 1991;

Carandini et al., 1997; Carandini and Ferster, 2000), wepecximated using a single,
static nonlinearity. Therefore, the hyperacuity thredsalalculated in this chapter can
only be an approximation of psychophysically measuredesl®f more significance

are therefore the relative differences between the diftecenditions investigated, in

particular those assessing the influence of eye movementsappears unlikely that

they will be strongly affected by these factors.

In conclusion, it should be noted that the results are gdgenavery good agreement
with psychophysical data. Furthermore, parameter vanatof single neurons (e.g.
reversal potentials or time constants) in a physiologygalthusible range typically had
an evanescent influence on the results. The only parametect were sensitive to
changes were those describing cell densities and recdiglisgelimensions, in particular
for ganglion cells. Hence it appears that the simplificatibosen here were appropriate
in the context of the posed questions.
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7.3.4 Experimental Predictions

The analysis method used in this work was designed to rdiatadtivity of ganglion
cell populations to psychophysical thresholds. Theretthieresults are experimentally
testable on both levels.

For an electrophysiological experiment, the ideal obgeamalysis of ganglion cell pop-
ulation activity could be redesigned for single cell redogdto directly reproduce our
findings. Responses may be recorded from a single neuroreandpped to obtain spa-
tiotemporal activity profiles equivalent to ours. Eye mimmvements may be simulated
by shifting the stimulus accordingly.

A direct psychophysical confirmation of the results may bkieaed by comparing
hyperacuity thresholds during normal fixation and for reflynstabilised stimuli. How-
ever, retinal image stabilisation is technically demagd®teinman and Levinson, 1990)
and is always accompanied by image fatigue (Ditchburn amgléaéirg, 1953; Riggs et
al., 1953). For instance, a comparison of effects of eye mewves in the fovea and pe-
riphery, as predicted here, may be occluded by the diffe®ntthe strength of image
fatigue as a result of imprecise stabilisation (Gerrits/8)9 But more recent work by
Rucci and Desbordes (2003) appears to have solved the prablereating comparable
conditions with and without eye movements. Another possibéthod to circumvent
these difficulties may be to monitor fixational eye movementing an experiment and
subsequently analyse individual trials. Finally, it maydaessible to compare hyperacu-
ity for normal vision with that in afterimages. This methoowever would require a
careful matching of both conditions, which may be difficolteichieve experimentally.

An attractive indirect method to confirm the results presériiere appears to be to
comparison the effect of different stimulus presentationations. The influence of

eye movements is reduced for a brief presentation, so theyldltontribute less to

psychophysical performance. Accordingly, any influenceyd movements should be
visible as increased thresholds for shorter presentativast

The analysis of the simulated responses shows that thist esfif®uld be measurable
for PC-cells, as the detectability for vernier offsets ighty variable in the presence of
eye movements (Fig. 7.4C-E, Fig. 7.8A). For simulated MUsdeowever, this effect

is much weaker, and eye movements lead to a relatively aoind&dectability values

during a single stimulus presentation (Fig. 7.4F, Fig. 7.8Berefore, if hyperacuity is

mediated by MC-cells, it is expected that presentation tmlg matters on very short
time scales in the order of tens of milliseconds.
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Eye movements were indeed suggested as an explanatiodfmedthyperacuity thresh-
olds for longer stimulus durations (Morgan et al., 1983; ¥ajal., 1987). But in gen-
eral, these effects appear to be very small (Westheimer attdtP1990). Therefore,
psychophysical experiments can not confirm the presenttsefem PC-cells, but are
more consistent with the behaviour of MC-cells as reporte h

This conclusion is further supported by the finding that lmgpeity thresholds are not
affected by stimulus velocities up to 4 deg/s (WestheimerMoKee, 1975). Further-
more, a slight improvement was reported for a moving stimwtien compared to a
very brief presentation (Westheimer and McKee, 1977). Aghiese findings are con-
sistent with the results for MC-cells, but difficult to exleaon the basis of PC-cell
activity.

This discussion illustrates that it may be difficult to addréhe present findings using
variable stimulus presentation times. The high contraist gigprimate MC-cells how-
ever may allow a systematic comparison of hyperacuity tiokels under conditions of
strongly reduced mean illumination, where PC-cell resper@e weak (Purpura et al.,
1988). Under these conditions, integration times are piged (Barlow and Levick,
1969) and hence fast eye movements may be less effectivévingiMC-cells. This
should further reduce the influence of eye movements fort stionulus presentation
times. Consistent with this idea, it was reported that atllaowinance hyperacuity per-
formance could be improved by moving the stimulus (Westleeiamd McKee, 1977).

7.3.5 Influence of Eye Micromovements in Detection Tasks

The results of this chapter augment the ideas of Averill argMbuth (1925) and Mar-
shall and Talbot (1942). At the time their publications aquee, little quantitative data
was available regarding fixational eye micromovements atidal anatomy. As already
pointed out by Barlow (1952), the results confirm that the nitaigle of the ocular mi-
crotremor is not compatible with Marshall and Talbot’s sesfgpns for foveal hyper-
acuity. The results however suggest that ocular drift mamsican have a significant
influence on hyperacuity, both in the fovea and in the retpelphery, where neural
undersampling is strong. A possible role of transient neesponses was already em-
phasised by Marshall and Talbot (1942), an assumption wisidonsistent with the
present results, in particular for stimuli at low contrast.

While the experimental data to date can not directly provéndnence of eye move-
ments on hyperacuity, a number of studies provide indirgdeace that is compatible
with the present data. For instance, eye movements wereestaghas explanation for
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reduced hyperacuity thresholds for prolonged stimulusiitms (Morgan et al., 1983;
Yap et al., 1987) and moving stimuli (Westheimer and McKe&&,5l, 1977). Further-
more, some studies mentioned in Chapter 6 demonstratedlaanoe of eye move-
ments in other psychophysical experimental paradigms Cbwes (1962) for hue
discrimination and Rucci and Desbordes (2003) for oriématiscrimination). In ad-
dition, the following chapter shows a situation where figatill eye movements could
lead to modification of retinal ganglion cell activity whielppears to have a perceptual
correlate.

In conclusion, substantial evidence is now accumulatiagyfikational eye movements
can have an important influence on visual perception. Thesnseto be the case in
particular in the proximity of psychophysical thresholds.



Chapter 8
The Aperture Problem in the Retina

In the previous two chapters, it was shown how the combinaifdixational eye move-
ments and retinal nonlinearities can improve detectiontiofitdi near threshold. A
simple analysis of the population response of simulatedlgamcells revealed what an
observer would report when presented a typical hyperastiityulus. However, while
the presence of a vernier offset would be the conscious peot¢he observer, the in-
dividual features of the ganglion cell responses, i.e. éhekich lead to an improved
detectability in the presence of eye movements, are ineislhstead they disappear in
higher visual areas due to integration and other mecharttsa $acilitate the interpre-
tation of a stimulus.

Another example of this kind is the famoaperture problenfWallach, 1935; Hildreth
and Koch, 1987), as illustrated in Figure 8.1. The area whemeuron in the visual
system is excitable by a stimulus is constrained by the folit@ensions of its recep-
tive field, which is in a sense a window or aperture to the owand. For example,
when an elongated stimulus (e.g. a long bar) is passing ovisual receptive field, the
neuron will only respond to the motion component which isiogonal to the orienta-
tion of the stimulus (Fig. 8.1, thin arrows), while axial cpaments do not contribute.
This effect occurs essentially for all cells at the lowernakprocessing stages where
receptive fields are small. It considerably limits the apitif individual neurons to re-
liably encode stimulus properties. On the other hand, thigigcof a subset of these
neurons usually provides sufficient information to resdivese ambiguities at higher
levels. It has, for instance, been demonstrated that theuaperoblem is resolved by
spatiotemporal integration in the motion sensitive area(Mdck and Born, 2001).

While this is only one example, large scale integration@ffere thought to be gener-
ally involved in the generation of stable visual percept$ e individual cell properties

102



Chapter 8 The Aperture Problem in the Retina 103

real motion

nsed motion

FIGURE 8.1: lllustration of the aperture problem. The circles esgnt receptive fields

of visual neurons at different locations relative to a mgwstimulus (line). The global

motion of the stimulus is indicated by the thick arrows, the spatially restricted

receptive fields can only sense the orthogonal motion coemaat each location (thin
arrows).

over which integration takes place remain, therefore, madigmhidden. As a conse-

guence even the cellular properties of dominant visualgssing streams, the parvo-
(MC) or magnocellular (PC) systems, are not easily discaveat the perceptual level
anymore.

In this chapter, two visual percepts will be described wigebm to be directly related
to the properties of the first processing stages in the madiotar pathway. It was
found that a stimulus with large homogeneous structuretsleathe expression of the
aperture problem at the level of retinal ganglion cells, sihtan not be resolved by
later integrative mechanisms. Secondly, it will be showovsthat MC-cell nonlinear-
ities can lead to spatial retinal activity patterns that do correspond to the physical
properties of the stimulus, but nevertheless may have atgigrceptual correlate.

8.1 Materials and Methods

8.1.1 Model Study

Model Retina As in the previous chapter, the model aims to simulate theogatlu-
lar and magnocellular On-center channels of the primateaeinder cone-dominated
illumination conditions. Connectivity patterns and déiesiwere adjusted to reproduce
the anatomy of the human fovea. All model parameters wengtichd to those given
for the fovea in Chapter 7, Section 7.1.
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FIGURE 8.2: The protocol for the psychophysical experiment. Dypnesentation (P,

2 s), the stimulus (shown on top) was moving+id5° direction with the waveform

of a cosine (traces labelled). During the first half cycle of the cosine, contrast was

gradually increased to the test level (trace labededuring the presentation and for

an additional interval ), the subject’s response was recorded. This was followed by
a variable blank intervall().

Stimulus A static star shaped stimulus with symmetrically radiatiings at 100%
contrast was presented to the model. It had a diametertofand consisted of 24 bars,
each2.86" wide.

8.1.2 Psychophysics

Two different experimental conditions were used. Firsg gualitative survey 35 naive
subjects were presented with the star shaped stimulus &ad &s carefully fixate the
center (fixation of a red circle). The stimulus was preseriéter on a CRT (n=22)
or TFT screen (n=13). The stimulus was shown at high contsast the background
luminance varied from 10-1001/m? (indoor lighting). Subjects were allowed to freely
move in front of the screen, i.e. to view from different distas. They were allowed
to view the stimulus as long as they wanted. Then they weredagkprovide a verbal
description of their percepts, which was transcribed. Wéenbject had not reported
the effects relevant for this work, they were explicitly edkor them. In some cases,
subjects then confirmed the percept (n=1 for fading, n=5gbttmg).

In the second, quantitative experiment, twelve adult stibjef both sexes with normal
(5) or corrected (7) vision participated. Ten were naivdnofgurpose of the experiment.
Stimuli were generated on a ATl Rage graphics card and piedem a Panasonic
PanaSync S110 monitor with a frame rate of 91 Hz. Subjects seated at a distance
of 92 cm from the screen and had to use a chin rest that prel/éed movements.
During the whole experiment, subjects had to view the stimmainocularly. One eye

was covered with an eye patch.

Two different stimuli were presented, a tilted cross ortadlline. The diameter of the
stimuli was16.6°, and the inne26” were left blank. Thickness of all lines was3’ (see
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Fig. 8.2 top). The background luminance on the screen wastdj to 5d/m?. Under
these conditions, visual latencies are higher (Maunsell@ibson, 1992) and longer
integration times are necessary for stimulus detection timaler photopic illumination
conditions (Barlow and Levick, 1969). As a consequence|lsmd fast eye movements
should have a smaller influence on detection, and the resmtimild be dominated by
the stimulus motion. During the experiment, subjects weséructed to carefully fixate
a small 8.9"), red fixation cross that was centred on the screen.

The experiment consisted of two parts. In the first part, atgmbten times, the detection
threshold for stimulus contrast was estimated for eachestibj he contrast of a static,
tilted cross was slowly increased (0.23% contrast incrpas@d00ms). The subject had
to press a key as soon as either the whole or a part of the ceassne visible. The
mean contrast threshold for all subjects estimated by teihad was3.6% + 1.6%.

In the second part (protocol depicted in Fig. 8.2), either titted cross or the line
was presented at six different contrast levels (-0.6% %0 @%, 0.2%, 0.6% and 1.6%
relative to the previously estimated threshold). The shimwvas initially shifted13’

to the top right along the-45° axis, relative to the fixation cross and then moved once
back and forth sinusoidally along this axis with a total thsement 026" over a time

of 2 s. During the first half wave (1 s), the contrast was ineeelafrom zero to test
contrast, while during the second half (1 s) the contrastkeas constant. During (2 s)
and up to 0.5 s after the stimulus presentation subjectsdheeport by pressing a key
when they saw a moving line or cross. Recorded reaction tshewed that this was
sufficient time for all subjects.

The experiment consisted of 120 randomly shuffled trialtvisiomprise two different
stimulus conditions (cross or line) and six different castievels. The interval between
trials was randomly varied between 1 s and 1.4 s. In prelingiegperiments, we found
that prolonged fixation leads to drastically increasedsioéds and reduced reaction
times. To ensure a constant performance, the subjects wene g break after 40 and
80 trials to relax the eyes. Under these conditions, perdoga and reaction times were
constant across trials.
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FIGURE 8.3: Line-fading can be induced by motion. (A,B) Percentaigmisses (blue
lines, triangles), correct (black lines, squares) andnewas responses (red lines, cir-
cles) of two subjects who were presented with a moving oblicpess at low contrast,
plotted as a function of stimulus contrast. Correct respsmsfers to the reporting of
a moving cross, false responses to the reporting of a moirieg Contrast values are
given relative to the static detection threshold for eaddjestt (2.6% for both subjects).
(C) Pooled data for 12 subjects as a function of contrastfoRBance is given as rel-
ative difference of hitsi) and erroneous responses3. (The black curve shows these
values for the control experiment, where only a line was shamd the red curve for
the case where a cross was shown. Contrast values are epess (A,B). (D) as
(C), but pooled relative difference of hitg)(and missed stimulirg) for both cases.

8.2 Results

8.2.1 Psychophysical Correlates of the MC-cell Aperture Ryblem

In a qualitative assessment, this star stimulus was prede¢at35 naive subjects ask-
ing them to provide a verbal description of their perceptrmyfixation. All subjects
reported that wedge-shaped sectors of this stimulus bediade; most often in two
wedges opposite to each other. The location of the fadingyegdbtates randomly, but
not always all orientations are equally affected. Most ol reported that the fading
is stronger in an oblique axis. This may be a consequence afithque effect (Appelle,
1972), according to which horizontally and vertically eried structures are better seen
than oblique structures. A similar effect has been repagtetier for a similar stimulus
known as the MacKay lllusion (see Fig. 8.8C; Pirenne et 858).

In a second, quantitative experiment the hypothesis tleatatiing percept is a conse-
guence of the aperture problem was tested by asking if it eamduced by moving
stimuli. To this end an oblique cross or line stimulus was etbwith an amplitude
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and velocity similar to slow drift movements, while subge¢N=12) had to carefully
fixate a static dot. This procedure was chosen to activelyda@ percept related to the
aperture problem by biasing the motion of the stimulus orréti@al surface into one
particular direction. Several contrast levels close tocstietection threshold were used,
which were low enough to prevent strong stimulation of thede system. To avoid
onset-transients, the stimulus was gradually faded in.e@ess were asked to decide
if they saw a moving cross or a line by pressing two differezgsk The experiment
was purposefully not set up as a two-alternative forcedaghtest, because observers
had not to be cued before the onset of a stimulus, which mggerianticipatory eye
movements.

In Figure 8.3A,B the results obtained with two naive sulggd.B. and M.T.) are
shown, when the cross stimulus was presented. “Hit” refeithé correct key-press,
“Error” to the key-press that indicated that the subject $@sn a line instead of the
actually presented cross and “Miss” shows how many timegspanse was recorded.
As expected, with increasing contrast both subjects hagertesses and more hits. In-
terestingly, close to the static detection threshold bdtthem produced many errors,
indicating that from the cross only the orthogonally moving remained visible, while
the axially moving line could not be detected.

Panels C and D in Figure 8.3 show the pooled performance dévsibjects, com-
paring the cross-presentation with the line-presentatitnich serves as a control. The
measuréh — e)/(h + e) yields one if only hitsh are obtained and minus one for errors
e only. Cross-presentation leads to a prevalence of negedives at lower contrasts,
indicating that observers more often only saw a line (Fi§C3. For all contrasts except
the highest, values obtained for cross presentations@mdisantly lower than for line-
presentationy < 0.027, one-tailed t-test). The strongest effect occurs at thenastd
threshold contrast for each subjegt<{ 0.0001, one-tailed t-test). In Figure 8.3D hits
are compared with misses for both conditions. The obtaineges are not significantly
different, indicating that the stimuli did not introduceyastetection bias as such.

Taken together, these results suggest that the fadingt éffieicd for the star-stimulus
could be a direct consequence of on-axis motion of lines@ftimulus, as suggested
by the simulations. Biasing retinal motion in one directsuccessfully rendered the
on-axis stimulus elements invisible. The effect occursédee the long stimulus pre-
sentation times used here, however only at very low contfastimple explanation for
this strong contrast dependency is that at higher contsagitdnal eye movements lead
to multiple transient responses in ganglion cells durirgé2 seconds, which facilitate
detection. At low contrasts, fixational eye movements aldo@o longer lead to the
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required level neural activation to allow detection. Dgrfixation of the star-stimulus,
fixational eye movements are the only source of retinal inmgton, hence when tran-
sient responses have decayed during motion along one axis-(#0 — 60ms), no
further activity is triggered which could signal the presemwf a stimulus.

8.2.2 The Retinal Expression of the Aperture Problem

The above results suggest that the line-fading may be a pyopkethe magnocellular

pathway and that it may be related to the aperture-problewas however not possible
to directly confirm this hypothesis by monitoring eye movaiseduring these exper-
iments. Instead, the model retina was used to test whetlseeffiect is visible in the

population activity of retinal neurons.

Spatial activity patterns of populations of simulated Pad 8C-cells during fixation
of a star shaped stimulus (Figure 8.4A) are shown in Figute @olour panels on top
(Figure 8.4C,D) show parvocellular, those on the bottorr)YEyagnocellular ganglion
cell responsés. The panels show the membrane potential of each ganglibnred!
indicates a depolarisation and blue a hyperpolarisatilative to the resting potential.
Depolarisations thus reflect the activity that the spikeSwfcenter cells transmit to the
higher visual areas of the brgin

Two snapshots were taken at the different timg$-ig. 8.4C,E) and, (Fig. 8.4D,F), as
indicated in Figure 8.4B, where the horizontal and vertes@d movements are shown.
The comparison shows that fixational eye movements lead tadugl change of the
activity of individual ganglion cells consistent the matiof the stimulus across the
population. For both cell types, the bars of the stimuluseaastrong depolarisation.
The motion of the stimulus leads to a tailing hyperpolarsags the receptive field
surround of the neurons is stimulated.

The main effect of fixational eye movements is visible in Feg8.4C-F and is very
similar to that seen in the psychophysical experiments.atigity of both cell types is
reduced in two sectors, which are located along one axiedfttmulus. The orientation
of this axis gradually changes as the direction of the eyeem@nts changes. This
effect is much more pronounced for the MC- than for the PGs¢ebmpare panels E,
F and C,D). In PC-cells, the membrane potential in the seetith a reduced response

IFilms of the spatiotemporal activity patterns for PC- and-®ills are available dtt t p: / / waw.
cn.stir.ac.uk/~nmhhl/111 usi on, Figure S1.

2Films of the resulting population firing rate are availablenait p: / / www. cn. stir. ac. uk/
~mhh1/ 1|1 usi on, Figure S2.
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FIGURE 8.4: Population activity of retinal ganglion cells duringepentation of a star-
shaped stimulus. (A) Schematic drawing of the stimulus. Gdms indicate where the
single cell activity in panels G (red) and H (blue) was reeokd(B) Simulated hori-
zontal (red) and vertical (blue) eye movementsandt, indicate where the snapshots
in C,D and E,F were taken. The relative combined motion tiads indicated by
arrows. (C-F) Spatial activity of the population of PC-s€IC and D) and MC-cells (E
and F), taken at; andt,, as indicated in (B). The membrane potential is colour-dode
from —3 to +3 mV. (G) Activity of single photoreceptors, PC- and MC-callsa lo-
cation where axial fading is visible at tinte (red bar in A). Time pointg; andt, are
indicated by vertical lines. The asterisks indicates wiadeng occurs in PC- and MC-
cells. This location is also marked by an asterisk in (A). @d)G), but illustrating the
line splitting. Responses were taken from the region mabkea blue bar in (A). Dia-
monds indicate where splitting is visible. Both in (G) and,(ganglion cell responses
were clipped below resting potential to enhance visibitifythe effects. Calibration
bars indicate 3 mV membrane potential.
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is about 50% compared to the peak activity. In MC-cells, #sponses in these sectors
are reduced almost to resting potential.

The question arises how eye-movements and fading-direat®related. In the transi-
tion from the first snapshot &t to the second at, eye-movement direction has changed
from approximately vertical to bottom-right as indicatedthe small arrows in panel
B. Hence in both situations fading occurs in sectors pdrallde eye-movement direc-
tion. In general it can be observed that this type of on-aadlénig occurs as soon as the
axial eye-motion vector remains the same for more than 4Ggesf{lms).

The diagrams in panel G of this figure show the activity of thedeled photoreceptors,
PC-cells and MC-cells for 17 cells taken from the crossisaanarked by the red bar
in the schematic panel A. The receptive fields of the cells@riddle row (Fig. 8.4G,
asterisks) are those that are stimulated by the marked fitteestar-stimulus (asterisk
in Fig. 8.4A). Motion of this line in the interval fromy to ¢, is approximately axial,
thus the spatial stimulation of the corresponding recegtelds does not change much
for this time. As a consequence it was found that the trahségsponse mostly decays
during this time, an effect which is much weaker in PC-céllsis leads to the observed
strong activity drop in the corresponding MC-cell sectopamel D.

The drop in activity is smaller for the PC-cell sector (FigdB), because PC-cells are
less transient than MC-cells. It is also partly due to thd faat PC-cell receptive
fields are smaller than those of the topographically cooedmg MC-cells. As a con-
sequence the small amplitude of fast eye movements sucle asitihotremor is often
sufficient to lead to off- axis shifts of the fading stimulusd relative to the PC-cell re-
ceptive fields. This can lead to an additional drive of thededs, effectively preventing
them from any stronger adaptation.

8.2.3 The Influence of Retinal Nonlinearities on MC-Cell Regonses

In addition to sectorial fading a second, subtle effect wiasavered by analysing the
responses from the model. Figure 8.4 shows this type oftdfieibhe MC-cell colour
panels. The snapshot takentat(Fig. 8.4F) shows that some lines display a spatially
separated activity towards the periphery and the activibfile appears to be split at
these locations. Instead of the regular pattern, wherearege{low) depolarising lines
alternate with blue hyperpolarising lines, one finds hefespd depolarising lines next
to each other. This effect only occurs in the MC-cell popolatPC-cell activity never
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FIGURE 8.5: lllustration of frequency-doubling responses in Mé&lsduring contrast
reversal of a grating. The stimulus is indicated on the lefty(ating at 11 cycles/de-
gree). Simulated responses (200ms) of photoreceptotsiirsed and transient bipolar
cells and PC- and MC-cells are shown at five different spatieses relative to the
stimulus. For cells in the center, the net stimulation dostschange during contrast
reversal, but the MC-cell response shows phasic depdiarisaat each reversal (as-
terisks). In photoreceptors one finds that a hyperpolarisasponse to light onset
produces a shaper and higher on-transient than the equited@sient to light offset
(off-transient), which is less strong and temporally manegl lasting (asterisks). This
asymmetry is amplified in transient bipolar cells via amaeigells leading to a strong
differential characteristic of the targeted MC-cells. Do¢heir smaller receptive fields
and weaker asymmetries in bipolar cell responses, frequémiebling is not visible in
PC-cells.

shows this line-splitting

A comparison of the membrane-potential traces detailsabservation. Figure 8.4H
shows membrane-potential traces taken from the crossseantirked by the blue bar
in panel A. Photoreceptors and PC-cells show two movingjapaseparated activity
peaks, which correspond to two lines of the star stimuluse Jdme peaks are found
in the MC-cells. In between both real peaks, the MC-cellshmiddle rows of this
panel (H) show a smaller additional activity peak (markedttey diamonds), which
does not correspond to the location of any stimulus line.

The model suggests that the splitting effect directly arfsem the nonlinear properties
of MC-cells which also leads to frequency-doubling for cast reversed sine grat-
ings (see Chapter 5, Fig. 8.5 illustrates frequency-dogldbr simulated MC-cells).

What happens during fixation of the star stimulus? In thig é&ational eye-movements
often displace two stimulus lines across opposite partndi€-cell receptive field.
Hence, such a situation creates competing on- and offiatsswvithin the MC-receptive

3See also the films available ht t p: / / www. cn. stir. ac. uk/ ~mhh1/ 111 usi on, Figs. S1
and S2.
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FIGURE 8.6: Frequency-doubling in MC-cells causes the splittiegeppt. (A) Sim-
ulated responses (150ms) of photoreceptors; (B) their aemhplerivatives calculated
numerically and (C) MC-cell responses to two lines of the-steped stimulus cal-
culated with the full model. All calibration bars indicaten®/. The central?’ of the
receptive field of this cell are depicted by the brackets. rEsponse of the differenti-
ated signals (B) summed across the bracket are shown inB).blhe red line in (D)
was obtained from low-pass filtering & 4ms) the blue line. It matches the response
from the full model (see overlay in C). This shows that thedsgffi activity which
leads to the line splitting effect essentially arises fréma sum of differentiated pho-
toreceptors responses in a similar way as the frequendyhtidgueffect as explained in
Figure 8.5. Furthermore, it shows that an MC-cell responag tm a first approxima-
tion (at a fixed contrast) be calculated by differentiatisgmming and smoothing of
the photoreceptor responses within its receptive field.

field. This is shown in Figure 8.6: The photoreceptor respsnis A correspond to a
case where one bar leaves and the other enters the MC-recépld. Panel B shows
numerically differentiated photoreceptor responsescéeheir transients, which is a
simplification that in this form is not computed by the full de. However, this repre-
sentation is sufficient to explain what happens: Since od-adiiatransients are not bal-
anced, the above described amplification and integraticosathe wide MC-receptive
field (panel C) will lead to some remaining "ghost" activitgntred at a retinal location
where no physical stimulus is present.

The noisy line on top in panel D was obtained by summing afeds#htiated photore-
ceptor responses (B) within the bracket. Its smoothed aeiisi shown in the middle
of panel D after applying a low-pass filter. This curve wa® agperimposed on the
MC-cell’s activity profile in panel C and matches the full-ded's response well. This
indicates that in a first approximation line-splitting camunderstood from the ampli-
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FIGURE 8.7: Effect of modifications of the model on the line-spfigfieffect. Each
panel shows a snapshot of the ganglion cell population resspduring stimulation
with the star-shaped stimulus at saturating photorecdptomance (100% contrast,
diameter91’, bar width2.4”). A, B, responses for the full PC- and MC-cell model,
respectively. The circle in B indicates a location whereaplitting occurs. C, MC-
cell responses after replacing the original photorecapiadel with a linear model. D,
MC-cell response with an inactivated nested amacrine itiréj Response for MC-
cells, when the receptive field centre consists of a singhe.co

fication and summing of differentiated photoreceptor resps. Consequentially, no
line-splitting occurs in the model as soon as the activityhef nested amacrine cir-
cuit, which leads to the amplification, is blocked or whemaér photoreceptor model,
which does not produce transients, is used (data not shown).

8.2.4 Differential Effects of Different Sources of Nonlinarities for
Line-Splitting

To investigate the role of the different factors contribgtio the nonlinear behaviour
of simulated MC-cells to the line-splitting effect, Figu8e7 shows snapshots of the
ganglion cell population response for the original model after certain modifications.
Parts A and B show responses of unmodified PC- and MC-celipentively. The
stimulus was presented at a higher luminance then in Figdrea8d in this particular
example, eye movements led mainly to a “rotational” moveinoéithe stimulus with
little on-axis movement. Accordingly, the line-fadingett weak, but line-splitting is
visible in the MC-cell response (circle in B).
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Part C shows the MC-cell response after replacing the @igihotoreceptor model

with a “linearised” variant, which consists of a cascadedfiass filter and a Michaelis-
Menten saturation characteristic (see also Section 5.2ldhis case line-splitting is

strongly reduced, indicating that photoreceptor respasgmmetries play an important
role in generating the nonlinear response. This reductfomoalinear behaviour is

similar to the effect of a linear photoreceptor on the fregyedoubling response for
contrast-reversed gratings, as suggested in Chapter 5.

Part D shows an example where the nested amacrine circuthvdads to transient
responses in MC-cells, was inactivated. This modificateads to a complete abolish-
ment of the line-splitting effect. In addition, the resper@anplitudes of the ganglion
cells are weaker than for the full model, which results fréva kack of amplification of
onset-transients. Hence, in this model, the combinatiantabition and disinhibition
caused by the nested amacrine circuit (see Chapter 5 fatsjesahe main factor that
leads to the line-splitting effect.

The separation of the spokes of the star stimulus used hereases with increasing
eccentricity, and the splitting effect is visible for a segggon of > 10" — 15". This is by
far more than the total receptive field diameter of a simdlM€-cell (aboutl (' in this
case), therefore MC-cells can not directly integrate asgtnmresponses. Instead, the
apparent splitting of the lines of the stimulus is causedieywtide-field amacrine cells,
which contribute to the response of a given ganglion celbbelyits anatomical recep-
tive field. A similar influence on responses to contrastire»@ gratings in nonlinear
ganglion cells is also visible at low spatial frequencie®(Eig. 5.7 in Chapter 5).

This effect is further illustrated in Figure 8.7E, where thsponses of MC-cells receiv-
ing excitatory input from only a single photoreceptor arevsh, but where the size of
the amacrine cell receptive fields was unchanged. Theisgli¢iffect is in this case
even more pronounced than for a larger receptive field, Isecthe smaller receptive
fields cause less spatial blurring of the stimulus.

In conclusion, the simulation results suggest that the reaurce of the line-splitting
effect are nonlinearities in the inner retina, which formatpof the extra-classical
receptive field of MC-cells. This result leads to the pradicthat in an electrophys-
iological experiment, the line-splitting effect should laegely abolished in the pres-
ence of antagonists that block inhibition in the inner r@tirEqually, it is expected
that TTX-sensitive long-range inhibition in the inner netiby spiking amacrine cells,
which has been shown to contribute to the frequency-dogbilsponse in nonlinear
ganglion cells (Demb et al., 1999) but was not included is thodel, may contribute
to line-splitting in a similar way.
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8.2.5 Psychophysical Correlate of the Line-Splitting Effet

The model results indicate that a perceptual correlateeofiie-splitting effect should
be rather subtle and fast-changing. Hence, it was not exgeloait these response pat-
terns could have a strong influence on visual perceptiorpita sf this, observers in the
gualitative assessment reported a percept which seemséspond to the line-splitting
effect as obtained from the model.

During the observation experiment, 66% percent of the 3festdbreported in addition
to the fading-effect that lines seem to split or that theydoee denser, as if lines have
been “added in between close to the center”. Hence thisalus less clear than the
fading effect, which was confirmed by all observers. Obssradso consistently re-
ported that the percept is more short-lived than the lingafg It was further noticed
that the MacKay illusion (Fig. 8.8B) induces a strongertsiply effect than the star
shape we used. For this illusion, most observers (86%) regpdhat thin white lines
suddenly split some of the wedges for a short moment in thelleidThat the split-
ting effect is more pronounced for the McKay illusion may b&ated to the scaling of
the distance between the wedges of the stimulus, whichrbatieches the scaling of
ganglion cell receptive fields with increasing retinal etceity.

In general this illusion is more transient than the fadingeppt, which is in accordance
to the activity patterns observed in the model. However,asatfwas not possible to
find a way to quantify it psychophysically. That it originatieom the MC-cell systemis
supported by the observation that viewing a luminance loalkned-green star does not
induce the splitting percept. Most commonly a strong fadifithe whole star starting
from the center was reported by observers.

8.3 Summary and Discussion

In this chapter, the origin of two visual percepts, bothiagsas a consequence of fix-
ational eye movements, has been traced back to specificrpegpef magnocellular
ganglion cells. The results show that both, the perceivetbsal fading of a star and
the splitting of individual lines of the stimulus during pigse fixation, are caused by the
retinal circuit that leads to transient responses and &equ-doubling in MC-cells.
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FIGURE 8.8: Examples of stimuli that elicit motion-induced illass. (A)Purkinje IlI-

lusion (Wade, 2003). (B) ThacKay lllusion(Pirenne et al., 1958). (Ojhe Respon-

sive Eyeby Bridget Riley (Wade, 2003). (D) Ouchi lllusion (Spillmaand Werner,
1990).

8.3.1 Relations to Existing Psychophysical Observations

Several impressive visual illusions exist which are edidiby retinal image motion due
to eye- or head-movements (Fig. 8.8), some of which were destribed by Purk-
inje and Helmholtz (reviewed by Wade, 2003). These aesthltiappealing pictures,
which have even influenced the arts (“Op-Art”, Fig. 8.8 Clyéndeen used to deduce
possible neuronal mechanisms which underlie their peimeptWhile fixating, ob-
servers report for many such illusions unstable flickeringmparent motion percepts,
which can affect the image as a whole or, more often, justuirit.

The star-shaped stimulus investigated here bears somiagims with the MacKay

illusion (Pirenne et al., 1958) (Fig. 8.8B). For this stinmsiinvestigated by MacKay,
observers perceive a circular movement in the peripheryaastimmering in its cen-
tre (Pirenne et al., 1958). The peripheral motion percegtsimailarities to that experi-
enced for the star stimulus, but in the MacKay illusion theéividual segments do not
temporarily disappear as do the lines of the star. Thismdiffee is probably a result of
the increasing diameter of the rays in the MacKay stimulusiclv prevents the line-
fading effect. Line-fading can only occur when the motiorttd stimulus has a very
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small orthogonal component, and because they are not glgratie of the two edges
of the rays in the MacKay stimulus will always have an orthogjacomponent which

activates retinal ganglion cells, and therefore remaiiblas This however is different

for the central part of the stimulus, where the rays are tidere, the rays can fade
temporarily, and therefore the “shimmering” as describg&®ioenne et al. (1958) may,
as for the star-shaped stimulus discussed here, also besaquence of the aperture
problem (Zanker, 2004).

The aperture problem has been discussed in conjunctionthgthilusions shown in
Figure 8.8 previously and models have been made to explaifathous Ouchi illusion
(Fig. 8.8 D; Mather, 2000; Fermdiller et al., 2000) and othmrsneans of cortical mo-
tion detectors (Zanker, 2004; Zanker and Walker, 2004). griesent results augment
this theory by suggesting that some aspects of these ilasian already be found in
the retinal population activity. It is conceivable that twgparent motion elicited by
these illusions requires at some point the activation ofica@rmotion detectors. This
study however suggests that these illusory percepts ar@ dioéct consequence of the
interaction of fixational eye movements and specific progerf cortical motion detec-
tors. Instead, it was shown that the influence of fixational mpvements on response
nonlinearities of retinal ganglion cells may play a sigrficrole in the generation of
activity patterns that resemble the perceptual corretstead of the physical stimulus
properties.



Chapter 9
Discussion

The central aim of this study was to investigate the origimedinal nonlinearities and
their possible functional implications. Using a compuiatl model, nonlinearities in
retinal ganglion cells were investigated under a numberiftérént conditions. The
results, as presented separately in Chapters 5-8, suggistieffects of these nonlin-
earities, which will be summarised in the following. Thidadlowed by a general dis-
cussion of the limitations of the modelling approach, whscmmarises and augments
the points mentioned in the individual chapters. Then tiselte will be consolidated
and interpreted in the context of visual perception, andsibbes future steps will be
proposed which could advance the understanding of the falerdinearities in visual
perception.

9.1 Main Results

In this study, a computational model was developed whicldcaccount for frequency-
doubling responses in Y-like ganglion cells in the cat rtend the differences between
X- and Y-cells. Using this model, different factors wereeastigated that contribute to
frequency-doubling, and their relative contribution wasessed. It was shown that
frequency-doubling originates in the temporal imbalangedtoreceptor response, and
is amplified by a circuit of amacrine cells that also generatensient responses.

This model was then applied to study the effects of gangleimonlinearities on visual
perception in the presence of fixational eye movements. Twous were used: a
hyperacuity stimulus and a star stimulus consisting ofataaly lines, which causes
motion-induced visual illusions.

118
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It was shown that eye movements can improve hyperacuityaitiqoular for reduced
stimulus contrast and that this effect is based on the puslyacharacterised nonlinear-
ities. Furhermore, eye movements were shown to reducerajidse to undersampling
in the retinal periphery, which otherwise would increaspdracuity thresholds. This
latter effect however does not rely on nonlinearities.

The simulated ganglion cell activity in response to the stianulus suggested a retinal
origin for for two visual illusions which are elicited by fiianal eye movements. Both
illusions are caused by the typical nonlinearities of eliganglion cells: (i) Due to
their transient nature, the activity of Y-like cells quiglddapts when the stimulation of
their receptive field remains constant. This causes a faafitiges in segments of the
star, and the location of the fading depends directly on thection of fixational eye
movements. (ii) Individual lines of the star appear to gpliv two lines. This effect is
caused by spatiotemporal summation of unbalanced phejoi@cresponses, as shown
for frequency-doubling responses in Y-cells.

9.2 Limitations of the Model

In order to achieve a level of realism that allows for plalesiredictions for the ob-
served effects of retinal nonlinearities, it was attempeeidclude all relevant details on
the basis of the available experimental data. Howeverbfalbgical realism is difficult
to achieve in a model, as it is impossible to include everywkmniine detail of retinal
anatomy and physiology. At the same time, some details mgyhk@nof very minor
importance to explain the effects investigated here.

Therefore, specific assumptions and simplifications werenmaorder to ensure a high
degree of realism. This was sometimes difficult as the aviglaxperimental data is
not always conclusive or contradictory. Also, many detaflshe model are based on
experimental evidence from different species. For ingatite implementation of the
nested amacrine circuit, which leads to transient respoms&- and MC-cells, was

inspired by data from the tiger salamander retina (Roskh,et398).

A further important restriction of the chosen modelling eggeh is that its complexity
prevents a rigorous mathematical analysis. This comglsctie adaptation to experi-
mental data, because the consequences of modifying a madehpter are sometimes
difficult to predict.

In the following, the most important assumptions and sifigations will be sum-
marised and discussed:
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1. The photoreceptor model used here is a qualitative geguriof the processes
of phototransduction, and many details of this process wetancluded (see
Chapter 5, Section 5.3.1). While the model can reproducavh#gable data on
macaque cones for brief stimuli very well, it is unclear wiegtthis description
also holds for prolonged stimuli. The properties of the pheteptor response
are crucial for some of the results of this work, hence furtxperimental data is
needed to fully validate this model.

2. The model disregards possible feedback-pathways framdmtal cells to cones
and other possible interactions in the outer plexiform tayée ribbon synapses
at the photoreceptor axon terminals are complex structamed their specific
mechanisms may have important implications for the trassion of photore-
ceptor activity (see Chapter 4, Section 4.6.1). It is inipalar unclear whether
these mechanisms contribute to nonlinear responses irs @ori@polar cells. A
very recent theoretical study however confirms the notiomgsign the main
source of nonlinearities to photoreceptors, with littlduence of postsynaptic
processes (van Hateren, 2005). Furthermore, the reseltemied here are gen-
erally in very good agreement with experimental data. Tioeeethe simplifica-
tions made in this study seem justified.

3. Generally, neural activity was modelled using the pa&ssiembrane equation,
and synaptic transmission was either assumed linear otia stalinearity was
used. This implementation neglects activity-dependerghaeisms such as de-
pression, facilitation or augmentation, which would mgdignaptic transmission
in an activity-dependent way (Zucker and Regehr, 2002). ifygan important
guestion is whether these mechanisms could affect theriiped the neural re-
sponses. While this can not be excluded, the good fits of traehresponses to
experimental data indicate that their effects on respoonsénearities are possi-
bly only of minor importance.

4. The model only implements a subset of all known types ahaéheurons. But
as this study considers only On-center PC/X and MC/Y gangtells and pho-
topic vision, those cell types known not to contribute togjam cell responses
under these conditions can be safely excluded (e.g. thasememediating rod-
dominated vision, or Off-center cells, which are unlikedycontribute to the On-
center pathway; Zaghloul et al., 2003). On the other hand,wtell known that
inhibition from amacrine cell types, further to those irdd into this model, con-
tributes to ganglion cell responses (e.g. spiking amaargiis, which modulate
ganglion cell responses for stimuli beyond their recefdield; Demb et al., 1999,
or dopaminergic or cholinergic amacrine ceff;



Chapter 9 Discussion 121

While this constrains the generality of the model, it wasmgmthat the nonlinear
response in Y-like cells is not affected by cholinergic anmacells, and that it
is not abolished by blocking GABA and glycine receptors (bezhal., 2001, as
partially reproduced in Chapter 5, Section 5.2.8). Thereft can be assumed
that the present model can account at least for the mainré=satii the nonlinear
ganglion cell response and is sufficiently realistic in tbatext of the questions
addressed here.

9.3 Implications of Nonlinear Processing for Visual Per-
ception

Nonlinearities in Y- and MC-cells lead to (i) transient respes and (ii) frequency-
doubling in response to contrast reversed gratings. Asnedtlabove, the investigation
of these nonlinearities under different stimulus condisicand in conjunction with fix-
ational eye movements, revealed a number of effects whighbmaelevant for visual
perception. In the following, possible implications of sedindings will be discussed.

9.3.1 Transient Responses

In Chapter 6 it was shown that fixational eye movements leapi&bitatively different
response patterns in ganglion cells as compared to statialstin the proximity of a
contrast transition, the responses of PC- and MC-gangbtia are dominated by tran-
sient bursts of activity. This effect is particularly stgpim MC-cells. It was argued that
these transient responses could amplify responses to wieaisand thereby enhance
their detectability, as illustrated for hyperacuity stiiai reduced contrast in Chapter 7.

This hypothesis is supported by the experimental findingtthasient depolarisations,
elicited by fixational eye and head movements, lead to symdus spike bursts in re-
sponse to correlated spatial structures (Greschner @0812). Furthermore, microsac-
cades have been shown to generate strong burst in V1 neWamntnez-Conde et al.,

2000). The basis of these effects may be that neurons atripgheessing stages, which
integrate retinal activity, are more likely to respond éytreceive multiple spikes within
a brief temporal interval. For instance, Kara and Reid (2603nd an increased prob-
ability for a response in the cat visual cortex when two wdtgpikes arrived within

less than 10ms. Thus, neurons at higher processing stagegsaiting retinal activity

are likely to respond stronger in the presence of fixatiopalreovements, which could
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lead to an improved detectability for weak stimuli (Hennigike, 2002; Rucci and Des-
bordes, 2003).

These effects can also be interpreted in the contestamhastic resonand@Viesenfeld
and Moss, 1995; Gammaitoni et al., 1998). Stochastic res@ns the phenomenon
when a weak signal is amplified in a nonlinear system due tgthsence of noise.
Amplification results from the resonance of frequencieshm moise with those also
present in the signal. A transformation of the noisy signalbnonlinearity, e.g. a
spiking threshold, can then lead to a selective amplificatiothe resonant noise com-
ponents.

In the case considered in this study, noise is provided bgiaaneye movements and
nonlinearities are provided by the photoreceptor, amaaatis (for MC-cells) and spik-
ing thresholds (for ganglion cells and neurons furtherngash). In addition, eye move-
ments lead to spatially correlated responses, which redleatial correlations in the
stimulus. Combined, these effects lead to an amplificatidheosignal in ganglion cell
responses. Hence, the responses produced by fixationaleyments have interesting
properties which, in conjunction with nonlinearities, daawve important implications
for visual perception.

Furhermore, the strong cortical activity caused by trartsietinal responses can be
interpreted as responses with a high degresatiency Perceptual saliency has been
proposed as an attribute of cortical activity to explairitstaf visual attention (reviewed
by Wargotter et al., 1999), and is high at stimulus locatisith inhomogeneities (Lee
et al., 2002). As shown, fixational eye movements could leastrong responses at
these locations (e.g. at a contrast transition) and coelebfore signal stimulus regions
with a high perceptual saliency. This may explain why thecept of the star stimulus
investigated in Chapter 8 appeared biased by the transigvityof MC-cells, in spite
of the fact that their responses carry false information-celCresponses, which con-
vey the correct information, are less transient and hergss#@dient and consequently
contributed less to the percept.

9.3.2 Frequency-Doubling

Frequency-doubled responses to contrast reversed ggatia@ very distinct feature of
nonlinear ganglion cells (Chapter 5 and Fig. 8.5 in ChapteA8 shown in Chapter 5,
frequency-doubling is only visible in the temporal respoo$ individual Y-like cells.

The spatial population response on the other hand encoelesi¢final spatial frequency
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the stimulus (see Fig. 5.3 in Chapter 5). This is of relevdrezause a recently devel-
oped clinical test for glaucoma applies the frequency-tinghllusion and is based on
the assumption that it is mediated by nonlinear, Y-like Mgllsc(Maddess and Severt,
1999).

Hence it appears the proposed line splitting effect, asridestin Chapter 8, is the
first perceptual correlate of the frequency-doubling noedrity in MC-ganglion cell

receptive fields. The splitting effect illustrates that M€-cell nonlinearity operates
on a smaller spatial scale than the classical receptive fieddly experimental studies
of frequency-doubling in Y-cells in the cat, which sharegedies with MC-cells, have
therefore led to the notion of “nonlinear receptive field woiks” (Enroth-Cugell and

Robson, 1966; Hochstein and Shapley, 19764, Victor, 1988).

The finding that frequency-doubling could influence visuaigeption raises the ques-
tion whether these nonlinear subunits could also play aimtbe processing of spa-
tial visual information, possibly by improving spatial nat analysis. It has, for in-
stance, been demonstrated that MC-cells can provide custéot second-order mo-
tion (Demb et al., 2001). It may therefore be interestinguidhfer investigate the in-
fluence of the MC-cell nonlinearities in stimulus condigurevalent in natural scenes.
This may be especially important for the retinal peripheryere large receptive fields
lead to a low spatial resolution. Here, nonlinearities ifiké- cells could lead to an
improved detection or spatial resolution enhancement foring stimuli.

9.4 Functional Segregation and Upstream Processing

Functional segregation of visual information begins inriténa and appears to be par-
tially conserved in higher visual areas, such as the primiagryal cortex. In the follow-
ing, it will be discussed how the differences between lirsatt nonlinear ganglion cells
could affect cortical processing.

9.4.1 Neural Integration

It is commonly agreed that the finely grained activity, whadmes from the retina, is
integrated at higher levels of the processing hierarchyly Oy this a correct stimulus
interpretation becomes possible, as illustrated in Chepfer the aperture problem.
The results presented there suggest that this principleéeainlated and that stimulus
conditions exist, where the retinal activity pattern appéa directly match the visual
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percept. They further suggests that higher processingsta@y have contributed only
little to the processing and that specific properties ofyeaidual responses may be
conserved and have a direct perceptual correlate. Furtrernt may be suggested
that the integrative properties of higher visual areas oaim all cases compensate
against the transient nature of their main inputs from thieaeMC-cell stream. It is
also interesting to note that fixational eye-movementsclviare normally assumed to
improve vision (Ditchburn and Ginsborg, 1953; Riggs etE53; Hennig et al., 2002;
Greschner et al., 2002; Rucci and Desbordes, 2003; Olvexizkly, 2003), are in these
cases the source of the false percepts. Hence it appearothiadl processing may in
some cases be highly biased by retinal processing. Furthéelling studies could be a
useful tool to address this problem more generally by tgstindels of cortical circuits
using realistic afferent input.

9.4.2 The Ventral and Dorsal Pathways

Both the results for the hyperacuity stimulus and the diertgus, suggest a dominant
role for MC-cells and hence the dorsal pathway, in visuat@gtion. This is puzzling

since the model shows that the star stimulus is more actyrajgresented by the ac-
tivity of the PC-cell population, which form the ventral patay. Furthermore, their

dynamic properties appear to prevent PC-cells from mexjatiformation about fine

spatial detail despite their high density in the fovea.

So what is the role of the PC-cells, and why are their recegtelds linear? Often it
is argued that the linearity of PC-cells, their sustainespomses and high density in
the fovea could make them more suitable for the spatial arsabf form (Merigan and
Maunsell, 1993). Linearity is in principle desirable forgtask, because nonlinearities
could lead to distortions and subsequently to false pesceRecent psychophysical
evidence however indicates that the analysis of spatiaéipet is strongly based on
retinal image motion (Nishida, 2004) - motion that couldbdde provided by fixational
eye movements. In this case, cortical image analysis ceanéfit from the faster and
temporally more precise dynamics of MC-cell responsess Miipothesis is consistent
with the finding presented in Chapter 7 that the temporakcise MC-cell responses
in the presence of retinal image motion could translateargpatially precise stimulus
representation.

For the role of PC-cells and the ventral stream in primatesgie consistent hypothesis
is that it is the basis for a highly developed colour visiamgling and Martinez-Uriegas
(1983) found that primate red-green opponent PC-cellsah BN signal the difference
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between center and surround responses at low spatial fregse but their sum at high
spatial frequencies. The same applies to cat X-cells (iggénd Martinez-Uriegas,
1985). Hence, these cells combine luminance and chroryatitia stimulus. This
requires a certain degree of response linearity, becabsewdse undesirable nonlinear
interactions between stimulus luminance and chromatwidyld occur which would
interfere with colour vision. This requirement is of paufi@&r importance for diurnal
primates with trichromatic vision, which may explain thetrexnely high degree of
linearity of PC-cells.

9.5 Conclusion

The results of this theoretical study suggest that nontipeacessing in the retina can
have important implications for visual perception. Adalitally, it was found that an
interaction of nonlinearities with fixational eye movensecdn lead to improved encod-
ing of visual stimuli. These findings are based on computationodelling of retinal
activity and comparisons of the model behaviour with experital data. A direct ex-
perimental confirmation of the effects is still missing, bu simulations provide clear
predictions for possible future experiments.

The observation that retinal processing influences viserggption is quite obvious, the
results however demonstrate that this influence can berrstiidle and difficult to an-
ticipate even with a good knowledge of retinal image proogssT his also complicates
the investigation of processes in higher visual areas, @is blehaviour will be influ-
enced by the distinct characteristics of linear and noalirganglion cells providing
afferent input. To solve this problem, the model developethis study could provide
a good starting point for models of parts of the higher visyatem by providing them
with an adequately structured input.
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